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ABSTRACT

High-fidelity microwave control of single-atom spin qubits in silicon

Report Title

As classical computers begin to reach their fundamental performance limits, quantum computers will be an 
invaluable tool for the advance of science and technology. The trillion dollar silicon electronics industry sets the 
perfect stage for the evolution of quantum computation, yet it has so far proved to be a tough challenge to implement 
all the elements needed to build a scalable quantum computer in silicon.

This thesis presents the first experimental demonstration of the full operation of single-spin qubits in Si. Our qubits 
consist of the electron and nuclear spins of a single phosphorus atom, implanted in a Si substrate, and controlled by a 
gated nanostructure. We describe an experimental setup tailored to minimise electron temperature and perform real-
time data acquisition, analysis and instrument control. We present modeling, simulation and characterisation of a 
novel nanoscale coplanar antenna for spin control, designed to work at frequencies up to 50 GHz. These tools have 
allowed us to demonstrate the �first ever single-atom spin-qubits in natural silicon, leading the way to demonstrating 
record qubit performances in isotopically purified 28Si: an electron spin qubit with measurement and control  
fidelities > 97% and coherence times of 0.5 seconds; and a nuclear spin qubit with fidelities > 99.99% and a record 
single-spin coherence of 30 s. We have performed noise spectroscopy in our system and concluded that

decoherence is currently limited by magnetic noise originating from our broadband antenna.We also describe a 
methodology towards the demonstration of electron-nuclear entanglement in a single atom, through density matrix 
tomography. Finally, we present the experimental demonstration of one of the key milestones towards implementing 
two-qubit gates in our system: single-shot readout and relaxation measurements of the singlet-triplet states of coupled 
electrons from a P donor pair in natSi; finding agreement of our observed J and T1 to previous theoretical predictions 
for P dimers in Si.

The results presented in this thesis have catapulted silicon qubits onto the main stage of quantum computing systems, 
and pave the way to the exciting future experiments, that should see two-qubit gates and qubit transport become a 
near-term reality.
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Abstract
As classical computers begin to reach their fundamental performance limits, quantum computers

will be an invaluable tool for the advance of science and technology. The trillion dollar silicon

electronics industry sets the perfect stage for the evolution of quantum computation, yet it has

so far proved to be a tough challenge to implement all the elements needed to build a scalable

quantum computer in silicon.

This thesis presents the first experimental demonstration of the full operation of single-spin

qubits in Si. Our qubits consist of the electron and nuclear spins of a single phosphorus atom,

implanted in a Si substrate, and controlled by a gated nanostructure. We describe an experi-

mental setup tailored to minimise electron temperature and perform real-time data acquisition,

analysis and instrument control. We present modeling, simulation and characterisation of a

novel nanoscale coplanar antenna for spin control, designed to work at frequencies up to 50

GHz. These tools have allowed us to demonstrate the first ever single-atom spin-qubits in

natural silicon, leading the way to demonstrating record qubit performances in isotopically pu-

rified 28Si: an electron spin qubit with measurement and control fidelities > 97% and coherence

times of 0.5 seconds; and a nuclear spin qubit with fidelities > 99.99% and a record single-spin

coherence of 30 s. We have performed noise spectroscopy in our system and concluded that

decoherence is currently limited by magnetic noise originating from our broadband antenna.

We also describe a methodology towards the demonstration of electron-nuclear entanglement

in a single atom, through density matrix tomography. Finally, we present the experimental

demonstration of one of the key milestones towards implementing two-qubit gates in our sys-

tem: single-shot readout and relaxation measurements of the singlet-triplet states of coupled

electrons from a P donor pair in natSi; finding agreement of our observed J and T1 to previous

theoretical predictions for P dimers in Si.

The results presented in this thesis have catapulted silicon qubits onto the main stage of

quantum computing systems, and pave the way to the exciting future experiments, that should

see two-qubit gates and qubit transport become a near-term reality.
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Chapter 1

An introduction to spin-based
quantum computing

“We’re all just protons, neutrons, electrons that rest on a Sunday, work on

a Monday”

-The Cat Empire
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1.1. Motivation: Building a quantum computer

The objective of this thesis is to establish silicon spin qubits as front-runners for the future of

quantum computing. We will present the experimental realisation of a qubit with unprecedented

fidelity and coherence characteristics. We will present the design of a nanoscale broadband spin

resonance antenna which proved to be one of the cornerstones of the success of this project; we

will describe in detail all the non-trivial experimental techniques used to successfully operate

our qubits; and we will present detailed results of our qubit operation, along with some analysis

on how they can be improved further; finally, we will provide an outlook for future work and

present experiments that show some encouraging results for the next generation.

For readers who did not understand many words in the last paragraph, this chapter will

present a general introduction to quantum computing, including some of its history, its impor-

tance and the physics behind it. This will lead the way into a description of our approach at

implementing a quantum computer, followed by an introduction to all the necessary concepts

that need to be learned in order to understand the rest of this thesis. This introduction is in-

tended to be written in accessible language and for a general audience with interest in science.

We introduce very general and basic concepts of quantum physics and magnetic spin resonance,

which will be expanded upon as they become relevant in the following chapters.

1.1 Motivation: Building a quantum computer

In the early 1980s the myriad of potential applications for computers was very well established.

It was only a matter of time before a physicist asked himself if computers could ever be used to

simulate quantum systems (i.e. systems that need to be described by quantum mechanics, such

as complex interactions between atoms). In doing so, Richard Feynman realised that the task

required a whole different type of processor, where bits do not behave like discrete switches,

but exhibit quantum behaviour [1].

A classical computer processes information using bits. These can only have one of two values

(0 or 1) and can be put together in arrays to make a binary number (e.g. 1001 = 9); computers

can then perform arithmetic and other operations on these numbers to process information.

The quantum behaviour in Feynman’s information processor comes from the use quantum bits

or qubits [2], consisting of a quantum two-level system. Quantum two-level systems have two

measurable energy eigenstates, which we define as |0〉 and |1〉. This binary measurement output

is much like the output of a classical CPU, but that is where the similarities end. Unlike classical

bits, qubits can be prepared in a quantum superposition state described by |ψ〉 = α |0〉+ β |1〉,
where α,β ∈ C and |α|2 + |β|2 = 1. What this means is, before measuring it, the qubit is in

a combination of both states (e.g. Schrodinger’s cat in the closed box is dead and alive at the

same time). A quantum superposition state cannot be measured directly, only the eigenstates

can be observed (e.g. when we open the box, the cat is either dead or alive). A measurement

of |ψ〉 will result in either |0〉 with probability |α|2 or |1〉 with probability |β|2. Measurements

cause the qubit state to collapse to the measured eigenstate, meaning that immediately after
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1.1. Motivation: Building a quantum computer

|1  

|0  

𝑥 𝑦 

Figure 1.1: Bloch sphere. The state of the qubit is represented by the direction of the unit vector.

measurement, the qubit is no longer in its previous superposition state. A qubit can be visualised

as a unity length point vector in three-dimensional space (Figure 1.1). All the possible vector

directions form the surface of a unity radius sphere, known as the Bloch sphere. A measurement

projects the vector to the axis hosting the eigenstates, by convention we will use the z axis.

Another important property of qubits is the possibility to prepare entangled states with

two or more coupled qubits. When two qubits are entangled, the state of one can be described

relative to the state of the other. This means that a measurement of one qubit will determine

the state of the other. The effect of measuring one qubit appears instantly on the other, no

matter how far apart they may be. Section 4.6 provides further detail on quantum entanglement

and its relevance to the work presented in this thesis.

A massive spark of interest in quantum computing came in 1994, when Peter Shor discovered

a way to use a quantum computer to efficiently find the prime factors of any integer [3]. This

task can also be performed by a classical computer, but Shor discovered that as the numbers to

be factored become very large, a quantum computer can perform the task exponentially faster

than a classical computer. The products of large prime numbers are the foundation of most

cryptographic algorithms; in general, the larger the prime number used, the harder it is to break

the encryption of a message. Shor’s algorithm gave quantum computing an immediate infor-

mation security application, which was the incentive the field needed to start taking off. Since

then, many more useful quantum algorithms have been surfacing, such as searching unsorted

databases [4], determining if all elements in a list are distinct [5] and solving linear systems of

equations [6]. Furthermore, the significance of quantum simulations has been highlighted with

proposals that they could be used to calculate molecular properties from first principles [7],

and to simulate drug-protein interactions for drug design [8]. These tasks are known to be
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1.2. Our qubit of choice: P-Si single-spins

extremely hard to perform on classical computers.

Quantum two-level systems and therefore qubits, can be found in a countless range of

physical systems. So far the ones that have attracted most interest from researchers are based

on photons, trapped ions, nuclear magnetic resonance, superconductors, quantum dots and

dopants in semiconductors [9]. Several issues need to be considered in order to attempt to

judge the viability of a physical system as a means to implement a quantum computer. There

are six main ingredients that every quantum computer must have: [10]

A scalable system with well characterised qubits The system must have a viable way to

increase the number of working qubits, with all the qubits being clearly describable by an

equation of energy or Hamiltonian.

Qubit initialisation Every operation should start from a well defined known value.

A universal set of quantum gates The system must have a set of available operations be-

tween two or more qubits, and the whole set of operations must be able to implement the

required quantum algorithms.

A large ratio of coherence time to gate operation time One of the main challenges of

working with quantum systems, is that the states can get “lost” easily. Noise in the

environment where qubits live will cause us to lose track of the position of the qubit in

the Bloch sphere. This is known as quantum decoherence, and will be one of the main

subjects of study throughout this thesis.

Qubit measurement A mechanism must exist to allow to measure any specific qubit that

might be needed at any point in time.

Qubit transport A realistic quantum computing architecture will have different regions of

qubit interactions physically separated from each other. A type of qubit system must

exist to allow coherent transport of qubit states between these different regions.

Every attempted qubit system implementation has strengths and weaknesses in different sets of

these ingredients [9], so far there is no definite answer on what systems and components future

quantum computers will be made up of.

1.2 Our qubit of choice: P-Si single-spins

The last 6 decades have seen the silicon microelectronics industry evolve to turn science-fiction

into reality. Every electronic device found in our homes, offices, cars, pockets contains a brain

made up of silicon transistors. Naturally, the trillion-dollar industry and sixty years of tech-

nological knowledge makes silicon a prime candidate to underpin the quantum electronics of

the future. Many research groups have taken interest in using Si to host devices for quantum
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1.2. Our qubit of choice: P-Si single-spins

computing and spintronics, with great progress having been made in implementing these in the

past few years [11].

Australia sparked a massive interest in quantum computing from 1998, when Bruce Kane

— while working at UNSW — proposed a method to implement a quantum computer using the

nuclear spin of single phosphorus donors in silicon, controlled by a gated nanostructure [12].

This proposal exposed the viability of making spin qubits in silicon. A few years later, an archi-

tecture was developed for the implementation of a two-dimensional scalable universal quantum

computer, based on spin-qubits from donors in semi-conductors [13]. The ingredients and recipe

for silicon quantum computing are there, the time has come to build it. This thesis presents

several important achievements in the task of building a silicon based quantum computer.

Figure 1.2: 2D QC architecture with Kane’s device. Figures extracted from References [12] and [13].
The large scale quantum computer will composed of many interconnected qubit devices, such as the ones
that will be presented in this thesis.

Each of the elements in the quantum computing architecture (qubits, control, measurement,

transport) can be implemented in a wide variety of ways. The following subsections describe

the main ingredients of this quantum computer, along with some sample implementation pos-

sibilities (sections 1.2.1–1.2.5). We also describe in Subsection 1.2.6, all the elements of the

device we have been using to operate our single spin qubits.
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1.2. Our qubit of choice: P-Si single-spins

1.2.1 The qubit

Spin is an intrinsic quantum mechanical property that describes how elementary particles and

atomic nuclei react to magnetic fields (analogous to mass describing how particles react to

force, or charge describing how particles react to electric fields). Particles have an intrinsic spin

quantum number s = n
2 where n ∈ N0. The projection on a measurement axis of the spin is

quantised, having 2s+ 1 possible values.

Spins from electrons and nuclei in semiconductors [14] are known to be the most natural

and practical candidates for physical implementation of qubits [15]. Phosphorus is a donor in

silicon, which means that a P atom bound to a Si lattice has an extra valence electron weakly

bound to its nucleus. This is a very convenient system to study, because a donor atom in a

semiconductor can be analysed in the same way as a hydrogen atom in vacuum (one of the

most studied systems in quantum mechanics), with energy levels normalised by the effective

mass and the dielectric constant of the semiconductor [16]. We will work with this P atom in

two different charge states: neutral (D0), when the extra valence electron is present; or ionised

(D+), when the electron is stripped, leaving the bare nucleus in the Si lattice. Electrons and

the P nucleus are both spin-½ (s = 1
2 ), which means their spin projection can take 2 values (±½)

which we will call up (↑) and down (↓) in this thesis.

Unperturbed, spin states are degenerate (they share the same energy), but when perturbed

by a magnetic field, the spin states split in energy due to the Zeeman effect. The Zeeman

hamiltonian is:

HZ = γB0Sz

Here, γ is the spin’s gyromagnetic ratio, B0 is the component of magnetic field along the

measurement axis z, and Sz is the projection of the angular momentum along z. The eigenstates

of this hamiltonian are just the spin up and down projection states |↑〉 and |↓〉; and solving

the eigenvalues gives us two distinct energies corresponding to each of the spin states. The

difference between the energies — or energy splitting — is the Zeeman energy EZ = γB0. A

spin-½ perturbed by a magnetic field is a quantum two-level system, therefore it can be used as

a qubit.

Our quantum computer architecture utilises two types of spin-qubits: one from the bound

electron and another from the nucleus, of a single P atom in a Si lattice. Both qubits are useful

for different purposes because the timescales of coherence and operation are very different.

Owing to its much larger magnetic moment, the electron can be operated much faster than the

nucleus, but its more susceptible to noise; therefore the electron qubits will be used to perform

fast operations [17], while the nucleus provides an option for qubit storage [18].
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1.2. Our qubit of choice: P-Si single-spins

The electron-nucleus system

The hyperfine interaction (A) is an intrinsic interaction between the electron and nuclear spins

in an atom, which adds some complexity to the rather simple treatment of our spin-qubit.

This interaction plays an important role in the control of both qubits and measurement of the

nuclear qubit, so it is appropriate to describe it in more detail. The hyperfine interaction adds

a term to the system’s hamiltonian AS ·I, where I and S correspond to the nuclear and electron

spin respectively, and A is the isotropic hyperfine interaction. The full spin hamiltonian of the

electron-nucleus system is then given by the sum of the Zeeman terms of electron and nucleus

with the hyperfine term:

HSi:P = γeB0Sz − γNB0Iz +AS · I (1.1)

Using the high-field approximation γeB0 � A > γNB0, which is accurate for our experi-

mental conditions, the eigenstates of the hamiltonian are the equal to the tensor products of

the individual qubit projection states [19]: |↓⇑〉 = |↓〉 ⊗ |⇑〉, |↓⇓〉, |↑⇓〉 and |↑⇑〉; the thin and

thick arrows corresponding to the electron and nuclear spin projections respectively. Figure 1.3

shows the resulting four-level system, with energies given by:

E↓⇑ =
−
√

(γ+B0)2 +A2 −A/2
2

E↓⇓ =
−γ−B0 +A/2

2

E↑⇓ =

√
(γ+B0)2 +A2 −A/2

2

E↑⇑ =
γ−B0 +A/2

2

Here, γ± = γe ± γN .

The electron and the nuclear spins can still work as single qubits, by fixing the state of

one and addressing the corresponding two levels of the other (e.g. the electron qubit can be

addressed by fixing the nucleus at |⇑〉, leaving a two-level system with E↓⇑ and E↑⇑). There

are four sets of two-level transitions available (Figure 1.3), we use the subscript e and N for

the electron and nuclear qubit transitions respectively:

νe⇑ = E↑⇑ − E↓⇑ = γeB0 +A/2 νe⇓ = E↑⇓ − E↓⇓ = γeB0 −A/2 (1.2)

νN↑ = E↑⇑ − E↑⇓ = A/2− γNB0 νN↓ = E↑⇑ − E↓⇑ = A/2 + γNB0 (1.3)

The nuclear spin can also be used as a qubit while the nucleus is ionised with νN = γNB0.
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1.2. Our qubit of choice: P-Si single-spins

|↓⇑  

|↑⇑  

|↑⇓  

|↓⇓  

𝜈𝑒⇑ 𝜈𝑒⇓ 

𝜈𝑁↓ 

𝜈𝑁↑ 

Figure 1.3: Spin energy levels and transitions of the electron-nuclear system.

1.2.2 Qubit control

Spin qubits are controlled using a technique which has been used to study the physical and

chemical properties of matter for over 60 years, known as magnetic resonance [20]. When

we explained the Zeeman effect in the previous section, we purposefully expressed the energy

splitting in frequency units. We did this in order to simplify the visualisation of the Zeeman

splitting, as a precession of the spin around the axis of magnetisation (the z axis), this is known

as the Larmor precession. In order to control our qubits, we need a source of magnetic field

oscillating at the exact frequency of the Larmor precession of the qubit we want to control.

Under this resonant condition, the spin appears to be static in the reference frame of the

oscillating source, this is known as the rotating frame. The spin will react to a magnetic field

from this oscillating source, by precessing around the axis on which the field is applied (the

control axis); if this axis is perpendicular to z, and assuming the spin is initialised to one of

the eigenstates (|↓〉 or |↑〉), the spin will describe a circumference on the Bloch sphere which

crosses the eigenstates — these spin rotations are known as Rabi oscillations. Furthermore, by

applying the oscillating field over two different axes perpendicular to z (e.g. x and y), we gain

access to the entire Bloch sphere. The Rabi oscillation frequency fRabi = γB1 — where B1

is the amplitude of the oscillating magnetic field — tells us how fast we can position the spin

about the Bloch sphere, therefore it is a measure of the qubit gate operation times.

Throughout this thesis, we will extensively use the term nπ pulse, to refer to a magnetic

resonance pulse that rotates the spin by an angle nπ (in radians), where n can be any fraction

(Figure 1.4 shows an example of a π/2 rotation). When appropriate, we will also use the

notation nπφ to refer to nπ pulses along the φ axis.

Magnetic resonance experiments are traditionally performed on macroscopic ensembles of
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1.2. Our qubit of choice: P-Si single-spins

|↑  

|↓  

𝑥 𝑦 

𝐵0 

𝐵1 

𝜋

2
 

Figure 1.4: Magnetic resonance driving a spin rotation. The rotation is perpendicular to the axis of
the applied oscillating field.

atoms or molecules. In those systems, the oscillating magnetic fields are generated using cen-

timetre size coils or resonators at the tip of a magnetic resonance probe. Performing magnetic

resonance on a single-spin requires the oscillating fields to be localised to the nanometre scale,

and integrated with ultra-sensitive measurement techniques; this is one of the main challenges

for the successful implementation of our qubit system. Single spin manipulation using mag-

netic resonance has been demonstrated in a number of occasions, using a range of techniques

for delivering the oscillating magnetic fields, from small coils [21, 22] and waveguides [23] to

nanofabricated coplanar striplines (CPS) [24] and coplanar waveguides (CPW) [25]. In Chap-

ter 3 we will describe our approach to this challenge, with a novel nanoscale broadband antenna

design capable of delivering microwave fields.

1.2.3 Qubit measurement and initialisation

Electronic systems operate by applying and measuring currents and voltages. In our common

classical computing systems, the value of a bit is obtained by measuring a low-voltage (0) or

high-voltage (1) at the terminals of a transistor. In order to measure our spin-qubits, we need

to find a mechanism to translate spin states into measurable currents or voltages.

For our electron spin qubit, this translation is a two-step process: spin to charge conversion

and charge detection (Figure 1.5). The latter involves devices that output a current which is

very sensitive to movements in charge around their environment, such as the addition or removal

of an electron to a nearby charge centre. Quantum point contacts [26, 27] and single electron

transistors [28] are the devices commonly used in charge sensing experiments. Section 1.2.6

provides more detail on how one of these charge sensors operate.

Spin to charge conversion is a mechanism through which a charge is allowed to move into

or away from a charge centre, depending on its spin state. To understand this mechanism,

we need to define some basic terms. When an electron is added or leaves a charge centre,

it requires some energy to be absorbed or dissipated respectively. This energy is the charge
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|↓  
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Figure 1.5: Elements needed for qubit measurement. The first step is to have tunneling from the
donor to the reservoir, conditioned on its spin state. The second step involves a device that outputs different
current levels, conditioned on the charge occupation of the donor.

centre’s electrochemical potential (µE , where E is the energy state — e.g. an electron number

or a spin state). An electron can move from e.g. charge centre 1 to charge centre 2, through

a process called quantum tunneling, which is only allowed if µ1 > µ2. A spin qubit will have

two distinct electrochemical potentials (µ↑ and µ↓) split by the Zeeman energy. In contrast, a

many electron system (such as a 2D electron reservoir), can receive an extra electron at almost

the same energy cost (the Fermi energy EF ), independent of the spin [29]. Spin to charge

conversion can be realised by tunnel coupling an electron spin qubit to a 2D electron reservoir,

and tuning the potentials such that µ↑ > EF > µ↓. In this regime, the electron can only

tunnel when its in |↑〉, and the spin to charge conversion process is done. A nearby charge

sensor will alert us when there is a tunneling event, allowing to discriminate between |↑〉 and

|↓〉. This same mechanism is used for qubit initialisation, as the empty single electron charge

centre will only be allowed to receive a |↓〉 electron after measurement. This method has been

successfully applied to perform single-shot readout of single electron spins in quantum dot [30]

and P donor [31] systems.

The energy-selective spin to charge conversion technique described here is the most com-

monly used in this thesis and the most appropriate for single spin readout. Another spin to

charge conversion technique, known as tunnel-rate-selective readout [32], discriminates spin

states which have a large asymmetry in their rate of tunneling to the reservoir. This technique

is used and will be described in further detail in Chapter 5.

Measurement of the nuclear spin qubit is achieved through a sequence of control and mea-
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1.2. Our qubit of choice: P-Si single-spins

surement of the electron spin. As described Subsection 1.2.2, the hyperfine interaction splits

the electron spin resonance into two frequencies (Equation 1.2), one for each nuclear spin state.

This can be exploited to measure the nuclear spin state through a measurement of the electron

spin, using the following procedure, which we define as the nuclear readout sequence:

1. Initialise the electron spin |↓〉

2. Apply an ESR π pulse using the frequency νe|⇑〉. The electron will flip only if the nuclear

spin state is |⇑〉

3. Measure the electron spin. The result of the electron spin measurement is equal to the

nuclear spin state.

Notice that this measurement preserves the physical integrity of the nuclear spin. Additionally,

in the high-field regime the hyperfine interaction is well approximated by AS·I, which commutes

with the nuclear hamiltonian. This constitutes a quantum nondemolition measurement [33]. In

contrast, when we measure a |↑〉 electron, it leaves the donor site and is later replaced by a

different electron from the reservoir.

1.2.4 Two-qubit gates

A complete set of gates for a universal quantum computer contains single-qubit gates as well

as at least one two-qubit gate [34]. Two-qubit gates require qubits to interact with each other,

and there should be some level of control of the interaction. Several different methods to

implement a controllable interaction between spin-qubits have been proposed. The simplest

form of interaction — known as the exchange interaction — arises from the overlap of the

wavefunctions of two nearby spins [35, 36]. The interaction can be controlled through any

mechanism that distorts the electron wavefunction, such as an electric field from a nearby gate

(labeled J in Figure 1.2 from Kane’s proposal [12]). Other methods for generating interaction

between spin qubits include the use of magnets [37] and microwave photons [38], these however

are suited for spatially separated spins, making them more appropriate for spin transport (see

next section).

Under a large exchange interaction, the eigenstates of the two-qubit system are:

|T+〉 = |↑↑〉

|T0〉 = 1√
2
(|↑↓〉+ |↓↑〉)

|T−〉 = |↓↓〉 (1.4)

|S〉 = 1√
2
(|↑↓〉 − |↓↑〉)

The first three are known as the triplet states; they have total spin 1, are degenerate unperturbed

and Zeeman split under static magnetic fields, with |T0〉 remaining at the same energy, while
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|T+〉(|T−〉) increase(decrease) by EZ . The remaining singlet state has a total spin 0. The energy

difference between |T0〉 and |S〉 is the exchange coupling (J).

Two-spin systems with controllable exchange have been realised with double quantum dots

in GaAs [39] and Si [40]; furthermore, there are proposals and great experimental efforts to

implement a quantum computing architecture using these double quantum dot systems as

qubits [41]. Exchange interaction between pairs of donors in silicon has been observed in bulk

spin resonance experiments [42] and — very recently — by electron transport experiments

through a donor molecule [43]. However, dynamical control and instantaneous measurement

of the quantum state has not been demonstrated. Nevertheless, there is a recipe available for

implementing a two-qubit system compatible with our P-Si devices [44], the details of which

are beyond the scope of this thesis. However, we will present in Chapter 5, experimental results

on the first ever time-resolved readout and lifetime measurements of the singlet-triplet states

of two coupled electrons from a pair of P donor in Si.

1.2.5 Qubit transport

Most quantum computer architectures require a method for shuttling qubits coherently to

different regions around the system. Under realistic experimental conditions, qubit states will

need to be coherently transferred over distances in the order of hundreds of nanometres. This

is a particularly tough challenge with semi-conductor qubits, due to the static nature of the

particles in solid state. Hollenberg’s architecture [13] proposed to use a method called coherent

transfer by adiabatic passage [45]. This method requires dynamic coupling of the origin and

destination charge centres to a chain of strongly coupled charge centres. By controlling the

coupling to the chain in a clever way, an electron can be transferred from origin to destination,

without occupying any of the charge centres in the chain. Other proposals for spin transport

based on similar concepts of making chains of spin centres include spin bus [46, 47] and resonant

adiabatic passage [48]. A slightly different approach involves using a large quantum dot, instead

of a chain of single spins, as a medium to couple distant qubits, through a mechanism called

RKKY coupling [49]. Another possibility is to couple the physically separated qubits through

a planar microwave resonator, using a technique called cavity quantum electrodynamics [50].

1.2.6 Our physical implementation

All of the measurements described in this thesis were performed using a qubit device architecture

designed to readout and manipulate the spins from a single P atom, buried near the surface

of a Si substrate [29]. A simplified schematic of the device is shown on Figure 1.6a and a real

device image taken using a scanning electron microscope (SEM) is shown in Figure 1.6d for

reference. The following subsections describe the main components of the device.
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Figure 1.6: Qubit device schematic with main components. a Top overview of the qubit device.
b Cross sectional view of the SET, showing the SET island. The tunnel barriers underneath LB and RB
are electrostatically defined by applying a negative barrier voltage relative to TG. This potential repels
the electrons underneath the barriers, creating the island. c Current flowing through the short-circuited
termination of the spin-resonance antenna generates a magnetic field at the donor site which is perpendicular
to the static magnetic field. d Scanning electron microscope image of a real device identical to the ones
used for measurements. All the gates analogous to a are labeled.
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The P donor atom

Donor atoms are introduced in semi-conductor substrates to provide reservoirs of charge car-

riers in the semi-conductor. This is commonly done in the electronics industry, as part of the

fabrication process of the components in every modern electronic device. This task however

becomes very challenging for our qubit devices, which require that only one (or a few at maxi-

mum) donor atom be incorporated within a ∼ 30× 30 nm window. There are two approaches

to this task:

The bottom-up approach uses a combination of scanning tunneling microscopy and molec-

ular beam epitaxy to place individual P atoms with atomic precision on the silicon sub-

strate [51]. After placing the atom, an extra layer of silicon is grown to seal the atom

in the substrate. One of the main disadvantages of this approach is that the low ther-

mal budget prevents the use of anneals and oxidation steps after the donors have been

incorporated.

The top-down approach involves a technique called ion implantation, which is the same

technique used commercially for doping, modified by using nanoscale masks and very low

implantation energies [52]. With this method, very high quality oxides and gates can later

be fabricated to complete the device. The disadvantage is the lack of atomic precision and

not knowing exactly how many donors get implanted, however to operate our spin qubit

devices, atomic precision of the location of the P atom is not needed. All the devices used

in the experiments described in this thesis were fabricated using the top-down approach.

After the donor atom has been implanted, we fabricate a set of metal gates on the surface of

the substrate (Figure 1.6) in order to perform the readout and control of the donor electron

spin. The electrochemical potential of the donor electron can be tuned by applying a voltage

to the donor gate (DG). The SEM image in Figure 1.6d gives an impression of the dimensions

of these devices. The donor is implanted ∼ 10 nm below the surface oxide.

The charge detector

The gates labeled S (source), D (drain), TG (top-gate), LB (left-barrier) and RB (right-barrier)

in Figure 1.6a–b make up a single electron transistor (SET) [53] used for charge sensing. A

standard metal-oxide-semiconductor field-effect transistor (MOSFET), used in most modern

electronic devices, has a source and drain made of highly doped silicon (i.e. regions with many

available charge carriers in the semiconductor), separated by a gap (the channel) above which

there is a metal gate. By applying a small S-D voltage bias and applying a large enough voltage

to the gate (greater than the turn-on voltage), a stream of electrons will flow through the gap

generating a current between S and D. An SET is a very similar device, with the addition

of the barrier gates which create tunnel-gaps in the stream of electrons, creating an electron

island between the barriers (depicted graphically in Figure 1.6b). If it is small enough, the

SET island will have a quantised electrochemical potential ladder (see Figure 1.7a); as we vary

19

29



1.2. Our qubit of choice: P-Si single-spins

��

S LB RB Da

b

TG

C
u

rr
en

t

TG Voltage

��−1

��

��+1
��+1

��

��−1

TG
 V

o
lt

ag
e

DG Voltage

c ISET

Figure 1.7: Basic operation of the SET. a The quantised potential ladder of the SET island can be
shifted by sweeping the TG voltage. Electrons can flow from S to D by tunneling through the barrier,
only when one of the island chemical potentials (µ) are inside the S-D window. b Resulting Coulomb
peaks of output current, obtained when the TG is swept. If the device is tuned to the top of a Coulomb
peak, an electron tunneling from the nearby donor to the island will cause a shift in que island’s chemical
potential, large enough to block the current. c Charge stability diagram highlighting some of the donor
charge transitions (arrows). The charge detector can be tuned such that there is a large current when the
donor is ionised (blue dot) or zero current when the donor is loaded (yellow dot). Figure extracted from
Reference [31].
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the voltage on TG, the energy levels of the ladder move accordingly; when an energy level

finds itself in the S-D bias window, electrons are allowed to tunnel from source to island to

drain, causing a current to flow. When there is no island energy level in the bias window,

an electron that tunneled from source to island will not have enough energy to tunnel to the

drain, therefore the current is blocked; this is known as Coulomb blockade. If we plot the S-D

current as function of TG voltage, we see peaks of current (Coulomb peaks) separated by gaps

of zero current (see Figure 1.7b). The distance between peaks is the addition energy or charging

energy (Ec). The width of the peaks are a function of the S-D bias window, the probability of

an electron tunneling through the barrier (known as lifetime broadening) and the temperature

(see Section 1.4).

In order to use the SET as a charge detector, the electron island needs to be located in the

vicinity of the P atom (∼ 50 nm away), such that the presence of an electron on the donor

emits an electric field large enough to shift the island’s electrochemical potential by at least

half the width of a coulomb peak. By performing a 2D map of the current as a function of both

TG and DG voltages — known as a charge stability diagram, donors can be easily identified

by discontinuities in the Coulomb peak lines. These discontinuities — or charge transitions —

mark the boundary voltages between ionisation and neutralisation of a donor. In Figure 1.7 we

show a sample charge stability diagram with several charge transitions. The charge detector is

operated at the charge transition boundary, such that a high current is observed when the donor

is ionised, while a very contrasting zero current is observed when the donor is neutral. This

method was pioneered by our research group [29] and has been used to demonstrate single-shot

readout of a single electron spin from a P donor, with exquisite fidelities [31].

The spin resonance antenna

The final element of our qubit device is an antenna (labeled Ant in Figure 1.6) that generates

the oscillating magnetic fields needed for spin resonance. The antenna consists of two strips

of metal fabricated on the chip, which are terminated by a short circuit in the vicinity of the

P atom (∼ 50 nm away). An analysis of the Biot-Savart law will aid in understanding what

results from applying a signal to the antenna:

B =
µ0I

4πr2

∫
L

dl× r̂

Here µ0 is the magnetic permeability of free space, I is current (with dl an infinitesimal current

direction vector), r distance (with r̂ a unit vector with direction to point r), and L is the length

of the current-carrying wire.

This equation tells us that a current flowing across a wire will generate a magnetic field

which is always perpendicular the direction of the current flow, thus rotating around the wire.

From the graphical representation in Figure 1.6c, we can see that the current across the short

circuit termination of the antenna will generate a magnetic field with direction perpendicular
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to the plane near the surface of the substrate. Therefore if the direction of B0 is in plane

with the substrate surface, then applying an oscillating signal to the antenna will generate a B1

perpendicular to the static field, which is appropriate for magnetic resonance (Subsection 1.2.2).

Note that Biot-Savart’s law also tells us that the field is inversely proportional to the distance

from the B1 source to the spin, therefore it is advantageous to place the antenna as near as

possible to the donor atom.

Another effect of the short-circuit termination is that it creates a potential node, which

means that the electric fields vanish as they reach the loop. This effect is important because,

as described in Section 1.2.6, the charge detector is very sensitive to small changes in electric

field, therefore any electric field noise radiated from the antenna will negatively affect the qubit

readout capability.

Basic experimental spin-resonance techniques

The next few paragraphs will describe some of the basic experiments that are carried out

when operating spin qubits. This explanation is generalised for all spin qubits with single-

shot measurement capabilities. The most important experimental issue to grasp is that every

single-shot measurement is a quantum measurement which can only result in one of two possible

states (|↑〉 or |↓〉). The probability of obtaining one of the states is given by the projection of

the spin (on the Bloch sphere) on the measurement axis z (e.g. if the spin is pointing in along

the y axis, there is a 50% probability of measuring |↑〉). If we want to extract this probability

experimentally, we need to repeat the same experiment several times and take an average of

all the measurements. From this we define the spin-up proportion (P↑) as the proportion of

measurements that resulted in |↑〉 out of many repetitions of the same experiment. In this

section we will also assume that for each experiment, the qubit is always initialised |↓〉.
The first step is to obtain the spin-resonance frequency spectrum, which should expose the

Larmor frequency of the spin (νres). This can be done by turning on the oscillating magnetic

and sweeping the frequency (ν1) across the expected Larmor frequency, while making repeated

measurements after each frequency increment. As long as ν1 6= νres (off-resonance) it will have

no effect on the spin, and the measured P↑ = 0. When the frequency is on-resonance, the spin

will start to rotate around the Bloch sphere and the measurement will result in P↑ 6= 0. By

plotting the resulting P↑ as a function of frequency, we obtain a frequency spectrum with a spin

resonance peak as shown in Figure 1.8a.

Once the correct resonance frequency has been found, we can perform Rabi oscillations to

evaluate how fast the spin nutates from the South pole to the North pole of the Bloch sphere,

given our applied B1 strength. This is done by turning on B1 for very short periods of time,

or pulses. The pulse length (tp) is stepped, and repeated measurements are taken after every

pulse length increment. Every pulse length increment will increase the rotation angle; at a

pulse length π it will reach |↑〉, after which it will keep rotating back towards |↓〉. If we plot P↑

as a function of pulse length (see Figure 1.8b), we obtain a sinusoidal Rabi oscillation, ranging
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Figure 1.8: Spin resonance spectrum and Rabi oscillations. a Spin-up proportion measured when the
oscillating field is turned on and swept in across the frequency. The width of the peak is a manifestation of
the noise that we observe on the qubit. b Coherent oscillations of the qubit state. A graphical visualisation
of the state in the Bloch sphere is depicted at different key rotation points.

from P↑ = 0 to 1.

With these two experiments we have calibrated the resonance frequency and the appropriate

pulse length to make any nπ rotation, giving us full control of our qubit.

1.3 Basic concepts in RF transmission lines

The design of the spin resonance antenna described in Section 1.2.6 is one of the main topics

in this thesis and will be discussed extensively in Chapter 3. In this section we will define

some important concepts related to radio frequency transmission lines, that are necessary to

understand that chapter.

When electrical signals oscillate at radio frequencies (from kHz to hundreds of GHz), some

properties of electromagnetism become much more relevant than for lower frequency signals.

When a potential difference is applied between two conducting nodes, there will be an electric

field generated between the nodes which, if there is a conducting medium between the nodes,

will induce a current to flow from one node to the other. The flowing current has associated

electric and magnetic fields given by Maxwell’s equations. These electromagnetic fields travel

in waves which have a length that is given by λ = v/f , where v is the propagation velocity and

f is the frequency of oscillation. When this wavelength is comparable to the distance that the

current is traveling, then the physics of wave propagation becomes very relevant to how the

current is transmitted.

A transmission line (TL) is a medium through which electromagnetic (EM) waves can

propagate. The most important concept in the description of EM wave propagation through

a TL is the characteristic impedance (Z0). The characteristic impedance is defined as the

complex ratio of voltage to current of the traveling wave Z0 = V (t)/I(t) [54]. As long as the

impedance is constant throughout the entire TL, the wave can propagate smoothly. If however

there are discontinuities in the impedance of a transmission line, only part of the wave’s total
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amplitude will propagate through the discontinuity, while the other part will get reflected.

The proportion of the wave amplitude that gets reflected is given by the reflection coefficient

Γ = (Z2−Z1)/(Z2 +Z1), where Z1(2) is the impedance of the TL before(after) the discontinuity.

This equation tells us that for a larger difference between the impedances at the discontinuity, a

smaller proportion of the signal will propagate. When a transmission line has equal impedance

along its entire length, it is known to be impedance matched, fulfilling the requirement for

maximum signal propagation.

a

b

c

E-M
Wave

Figure 1.9: RF transmission lines. a Lumped element circuit model of a transmission line. b Coaxial
line. c Coplanar line.

To characterise the behaviour of a TL as a function of frequency (ω), it is useful to model

transmission lines using their lumped element circuit equivalent. Each section of a transmission

line can be modeled through an equivalent electrical circuit made of resistors R, inductors L,

conductors G and/or capacitors C. This turns a very difficult problem of analysing propaga-

tion using Maxwell’s equations, into a much simpler circuit analysis problem. For example,

an infinitesimal length of TL can be described by the circuit in Figure 1.9a where each of the

elements (R′, L′, G′, C ′) are defined per unit length. Using this model, the characteristic

impedance becomes Z0 =
√

(R′ + iωL′)/(G′ + iωC ′). In a similar way, any features that break

the homogeneity of a TL, such as bends, transitions or discontinuities, will also have an equiv-

alent lumped element circuit. Therefore, transmission lines can exhibit frequency dependent

attenuations or resonances. To get an idea of the frequencies at which these issues become

relevant, consider again the TL model in Figure 1.9a. An RLC circuit exhibits a resonance at

frequency ω0 = 1/
√
LC. For TL lengths comparable to the wavelength of the signal, the value

of 1/
√
LC of the equivalent TL model will match the frequency of the signal. Therefore, these

issues become important above tens of GHz, where wavelengths (in the order of cm) become

comparable with our device sizes.
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The most common way to characterise the frequency response of an RF TL, is through its

scattering parameters, which describe the ratio between the amplitudes of transmitted and re-

flected EM waves, at different ports in the transmission line as function of frequency. Scattering

parameters follow Sij = Vi/Vj , corresponding to the transmission from the input port j to the

output port i.

There are many different methods for implementing a transmission line, which have different

advantages based on the application. In this thesis there are two relevant types (Figure 1.9b-c):

Coaxial lines consist of a conducting wire enclosed by a cylindrical conductor, with a dielectric

filling the space between both conductors. This is the most common type of transmission

line, and we use them to deliver signals from the instruments to our device.

Coplanar lines consist of two or three conducting strips on top of a dielectric block. These

type of lines are useful for carrying signals along a circuit board or the chip that contains

our device.

In Chapter 3 we will build from these basic concepts to describe the methods we use to

transmit high-frequency signals to our magnetic resonance antenna, in order to control our

qubits.

1.4 Low temperature

The phosphorus donor in our system is surrounded by Si atoms in a lattice. Donors interact

with the lattice by exchanging energy that is a function of the temperature. Up to now, we

have been assuming that all the energies we have described are fixed and well defined, in order

to make our explanations simpler for the reader. In reality, a particle that interacts with a

lattice is always affected by thermal energy, which adds an uncertainty to our energy levels.

This effect is known as thermal broadening and it causes the energy levels in our figures to

become broadened by a probability distribution which depends on the mechanism that affects

each system. In our spin-to-charge conversion process, the largest thermal broadening is that of

the electron reservoir, which has a quasi-continuum density of states with a thermal broadening

∼ 4kBT , where kB is the Boltzmann constant and T is the temperature. For our spin-to-charge

conversion process to be effective, we need make sure that the thermal broadening is much

smaller than the energy level spacing that we need to measure. The effects of temperature on

the effectiveness of our measurement will be explored in further detail in Section 2.5.2.

In order to operate our devices at adequate low temperatures, we use a dilution refrigerator,

to reduce our qubit environment to temperatures below 100 mK (−273.05◦C). These tempera-

tures are achieved through a process of continually diluting two different helium isotopes (3He

into 4He) [55], which through a quantum mechanical effect, absorbs energy which can be used for

cooling. More details on the experimental setup needed to cool a device to those temperatures

are given in Section 2.3.

25

35



1.5. Important spin qubit characteristics

1.5 Important spin qubit characteristics

We will now define some qubit related concepts which will be used throughout this thesis, which

allow us to characterise the performance of our qubits. In Section 2.5 we will provide further

detail on the experimental algorithms used to extract all of these qubit characteristics.

1.5.1 Spin lattice relaxation time

Spins can exchange energy with the surrounding lattice, and after a long enough time this spin-

lattice coupled system will reach an equilibrium, which leaves the spin polarised preferentially

in the ground state (|↓〉). The spin energy splitting (EZ) and the temperature of the lattice

determine the spin ground state probability at equilibrium P eq
↓ = 1/(exp(−EZ/kBT ) + 1). A

spin prepared in |↑〉 will relax to equilibrium in a time given by the spin lifetime or spin-lattice

relaxation time (T1), such that P↑(t) = (1 − P eq
↓ ) exp(−t/T1) + P eq

↓ . The spin lifetime is a

function of many variables in both the spin and lattice systems, and can be quite demanding

to calculate, but it can be measured relatively easy by preparing a spin |↑〉 and measuring its

state after increasing wait times, as will be described in detail in Subsection 2.5.2.

T1 sets a lower limit on the speed of the measurement equipment. If the delay between the

qubit state preparation phase and the measurement phase is longer than T1, then by the time

we are set to measure, the spin will have relaxed to the ground state and the measurement will

be inaccurate.

1.5.2 Linewidths and coherence times

Our ability to control the qubit depends how well we can match the oscillating magnetic field

frequency to the Larmor frequency of the spin (see Subsection 1.2.2). This means that any noise

that affects the Larmor frequency will negatively affect our ability to track the spin. This noise

is manifested as random rotations of a spin in the Bloch sphere around z, causing dephasing.

Dephasing is the decoherence mechanism in spin qubits and its one of the most important topics

that need to be addressed when characterising qubit performance.

Dephasing can be observed and characterised in a number of ways. The simplest one, be-

cause it does not require coherent control, is through the linewidth of the spin resonance peak. In

the absence of noise or uncertainties, the spin resonance spectrum would have an infinitesimally

narrow line at the exact resonance frequency. Noise modulates the spin precession frequency,

therefore the spectrum measured will have a peak with finite width (∆ν in Figure 1.8a), cor-

responding to the amplitude of the noise. ∆ν is not only a function of its environment, it also

depends of the amplitude of the oscillating field [56]. When the field amplitude term dominates

the observed ∆ν, the linewidth is said to be power broadened.

Another way to characterise dephasing noise is to evaluate the time it takes for the spin

to “get lost” or decohere. If we prepare a spin in the x-y plane (by applying a π/2 rotation

to an initialised spin), after some time we can apply another π/2 to bring the spin to |↑〉.
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This only works if the spin stays static (perpendicular to the control axis) between the two

rotations. Noise however, will cause the spin to dephase randomly about the x-y plane. For

very high noise, the spin will in a random position on x-y when we apply the second π/2,

making the pulse ineffective. The measurement will result in P↑ = 0.5. In this case we have

completely lost coherence of the spin. The time-energy version of Heisenberg’s uncertainty

principle (∆E∆t ≥ ~/2), tells us that there is a limit to how far a spin can dephase after a

finite wait time between π/2 pulses. The postulate allows us to extract the amplitude of the

noise from this experiment. If we start making measurements with very short wait times, the

spin will still be coherent, resulting in P↑ = 1. As we increase the wait time and start to lose

coherence, the measurement results will decay towards P↑ = 0.5. This decay time is known as

the free induction decay (T ∗2 ) and it is intrinsically related to the linewidth by ∆ν = 1/(πT ∗2 ).

A graphical representation of the free induction decay measurement is shown in Figure 1.10a.

Sources of decoherence

To get an idea of possible sources of dephasing, lets analyse our system’s spin hamiltonian

(Equation 1.1). Any noise that can couple to any of the terms on the quantization axis (z)

will generate dephasing. Any magnetic noise with a z component is an effective noise on the

γeB0Sz term. Possible sources of magnetic noise are equipment noise and nearby spins in

the surrounding environment. The latter is one of the most studied sources of decoherence

in solid state qubits. Spin-½ particles are magnetic dipoles, that radiate magnetic fields to

their surroundings. When the spin flips, it inverts the polarisation of the field it emits. If

these particles are in the vicinity of the qubit, it will feel an additional magnetic field equal to

the sum of all the radiated fields from nearby spins [57]. Spins flip-flopping in time generate

random variations of this field manifested as magnetic noise. One source of spin-½ particles is

surrounding P donors. Additionally, an oxide (SiO2) needs to be grown on the Si substrate and

the gates for our nanostructure are fabricated on the oxide. Lattice mismatch at the interface

of Si and SiO2 can cause electron vacancies known as charge traps. If the spin of electrons in

charge traps around the qubit is allowed to flip randomly, they will induce magnetic noise [58].

Another important source of magnetic noise comes from the Si lattice. Silicon has three stable

isotopes (28Si, 29Si, 30Si) out of which one of them (29Si) has a spin-½ nucleus (the others are

spin-0). The mechanism for magnetic noise from surrounding nuclear spins in the lattice is

known as spectral difussion and the effective magnetic fields generated by them are known as

Overhauser fields. We will explore in the next subsection the relevance of 29Si nuclei in our

system.

Electric field noise can also be a source of dephasing. The Stark effect causes shifting of

the spin resonance frequencies in the presence of an electric field. In our system, electric fields

can cause Stark shifts by coupling to the hyperfine term in the hamiltonian (AI · S) [59–61],

or by modulating a term in γe known as the g-factor [62] (γe = gµB/h, where µB is the

Bohr magneton and h in the Planck constant). Electric noise can be radiated to our qubit

27

37



1.5. Important spin qubit characteristics

|1  

|0  

|1  

|0  

|1  

|0  

Initial 𝜋/2 Wait Final 𝜋/2 

|1  

|0  

|1  

|0  

Inverting 𝜋 Wait refocus Second 𝜋/2 

a 

b 
|1  

|0  

Figure 1.10: Coherence times measurements. a Pulse sequence to observe the free induction decay.
After the wait time, the spin has decohered to an unknown state within the shaded (red) window. The
result of a single-shot measurement can be any of the projections of the spin in the window. b Modified
sequence to refocus a constant dephasing. The inversion pulse allows to regain coherence.
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from the sources used to control our metallic gates. Additionally, if charge traps get filled and

emptied at random intervals, they manifest as noise by changing the electric field environment

of the qubit. Note that although the Stark effect allows electric noise to couple to our system,

the ability to shift the hyperfine with electric fields is an important ingredient in our device

architecture, because it can separate the ESR frequencies of two nearby donors in a two-qubit

system, allowing us to address them individually [12].

Extending coherence

Dealing with decoherence is one of the most important tasks in quantum computing. Coherence

must be maintained for long enough to perform all the needed operations. One way that

coherence can be extended is by applying dynamical decoupling (DD), that can filter out the

effects of the noise. These sequences are able to refocus a spin, when it undergoes relatively

slow dephasing. In general, noise in solid-state systems decreases with frequency [63] — the

largest noise amplitude is very slow in nature, which is exactly what DD is good for. The

simplest DD sequence is the Hahn echo [64], which consists of applying a π pulse in the middle

of the wait time of the previous free induction decay experiment (Figure 1.10b). Before the π

pulse, the spin will have experienced some slow dephasing; the π pulse inverts the spin around

the control axis; the same dephasing returns the spin to its original position, and coherence

is restored. The Hahn echo cancels the very slow noise components, but there are always

higher frequency components that ultimately cause a decay of coherence as the free precession

times between pulses are increased. The longest decay achieved in a system using DD is

commonly quoted as the coherence time of the qubit (T2). If done carefully, DD sequences can

be mixed with conventional qubit gate pulses to integrate them in quantum computations [65–

67]. In Section 2.5.1 we will describe the dynamical decoupling sequences relevant to the qubit

operations performed throughout this thesis.

A more intrinsic method to deal with decoherence is to remove noise from the environment of

the qubit. From the previous section we learned that noise in our qubits can come from nearby
29Si nuclei in the lattice. Natural silicon has ∼ 5% concentration of 29Si, however the material

can be isotopically engineered to reduce this concentration (see Figure 1.11), thus removing

the source of nuclear spin fluctuations [68]. In fact, a non-quantum computing related project

established to redefine the kilogram, called the Avogadro project [69], has been engineering

enriched silicon with the lowest 29Si concentration ever made. As demonstrated in several

ensemble measurements with this material [70–73], using isotopically purified Si as the substrate

for our system can potentially extend our coherence times by many orders of magnitude (see

Section 1.6). However, there is large skepticism with regards to the potential coherence times

that could be measured for single spins, based on evidence of reduced coherence for bulk donors

near a SiO2 interface [74], and the hypothesis that gates from the nanostructure needed to

measure single spins, will radiate significant electric field noise [75]. The effect of charge traps

can be minimised by reducing the charge trap density through careful oxide growth; and working
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Natural Si Isotopically purified 28Si 

Figure 1.11: Isotopical purification of Si. The spins of the 29Si isotopes are a source of decoherence for
spin qubits in the substrate. Through isotopic purification, these spins can be removed, creating a noiseless
environment for the qubit.

in a regime where the equilibrium polarisation of the spins P eq
↓ = 1/(exp(−EZ/kBT ) + 1) ≈ 1

(i.e. high B0 and low T ), such that the spins have a low probability of flipping. One of the

main points in this thesis, is to measure the effects of isotopic purification on the coherence and

fidelity of our single-spin qubit devices, and explore the relevance of these skeptical theories in

our system (see Chapter 4).

1.5.3 Fidelities

Qubit fidelity is the ultimate measure of qubit performance. Maximising qubit fidelity involves

analysing all the factors that affect initialisation, measurement and control of the qubit; under-

standing how they are affected and finding opportunities for optimisation in order to improve

the performance of the qubit operation. Its a very complex process as many of the factors that

affect fidelity are interrelated, and many solutions can have both advantageous and deleterious

effects that need to be balanced.

In our qubits, the main factors that determine fidelity are the intrinsic environment, the

equipment and setup, and the device nanostructure characteristics. We will now attempt to

provide a glimpse of how all these factors are interrelated in affecting the fidelity, and how

complicated it can get:

Environment Thermal broadening caused by interaction with the surrounding lattice (see

Section 1.4) affects the initialisation and measurement fidelities: as EZ becomes more

comparable with the thermal energy kBT , the measurement fidelities decrease.

The lattice temperature also affects the lifetime T1 (see Subsection 1.5.1), which affects

the measurement fidelity: as our measurement acquisition time becomes more comparable

to T1, measurement fidelity decreases.
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1.5. Important spin qubit characteristics

The surrounding Si atoms can also be a source of magnetic noise (see Subsection 1.5.2),

which affects the control fidelity: as 1/T ∗2 becomes more comparable to the frequency

spectrum of our control pulses, the control fidelity decreases.

Equipment We use state of the art equipment to provide control voltages and measure output

currents. This equipment however still has limitations that affect our fidelity. First of all,

our dilution refrigerator and experimental setup (which is described in detail in Chap-

ter 2) relate to the environment effects, as they define our temperature limit. EZ = γB0

means we need a magnet that provides B0 fields larger than the temperature. However,

larger fields present two deleterious effects: νe increases, which implies the use of higher

frequency oscillating field generators, and the price and complexity of high-frequency ex-

perimental setups increases exponentially with frequency. Larger fields also cause T1 to

become shorter, which means we need to measure faster. Independent of the field, mag-

netic field sources (both static and oscillating) emit magnetic noise which can also be a

limiting factor on fidelity.

The bandwidth of our measurement equipment limits how fast we can perform the mea-

surements, which linked to T1, affects fidelity. In general, bandwidth and noise increase

together (the RMS noise voltage of a resistor R as a function of the bandwidth ∆f is

vn =
√

4kBTR∆f), which means that increasing our bandwidth will decrease our ability

to distinguish a current level from the noise (the ratio (Isignal/Inoise)2 is known as the

signal to noise ratio).

Electric field noise, fed from our input voltage sources and emitted by the device gates,

can also affect control fidelity. The Stark effect can couple electric fields to the hyperfine,

converting the electric noise into an effective magnetic noise.

Device nanostructure The distance from the donor to the island plays an important role in

the measurement fidelity. If they are too close, the tunnel rates between donor electron

and island might be faster than the bandwidth of our measurement equipment. If they

are too far, the change in electric field when the donor tunnels might not be enough for

to obtain a large enough current contrast from the charge sensor (see Section 1.2.6).

The location and orientation of the spin resonance antenna is also relevant. It is desirable

to have the antenna as near as possible to the donor in order to maximise B1, however

stray electric fields radiating from the antenna will affect the potentials of the SET island,

hindering its performance as a charge detector.

Another relevant energy level that affects fidelity is the addition energy Ec of the SET

island, which determines the separation between Coulomb peaks. If the distance between

the peaks is comparable to the peak width, we will lose ISET contrast between donor

charge states. Ec is defined by the size of the island, which is a function of the separation

between the barrier gates and the width of the top gate.

Through specific experiments, we can quantify the measurement and control fidelities of our
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system. In Subsection 2.5.2 we will describe the details of these measurements and the analysis

needed to extract the fidelities.

1.6 Putting some numbers in the equations

To gain a better understanding of our experimental requirements, we will now add real-

istic numbers to some of the equations presented in this introduction. Lets first look at

the requirements for good electron measurement fidelity. The electron gyromagnetic ratio is

γe = 28 GHz/T = 116 µeV/T (using the free electron g-factor of 2). Dilution refrigerators can

typically reach minimum electron temperatures of 200 mK; this in energy is kBT = 17 µeV. The

addition energy of the SET island used in our system is ∼ 1.5 meV [31]. For high measurement

fidelity we need the energy splittings to be much larger than the temperature (at least an order

of magnitude), which means our SET is very good, and we need to apply static magnetic fields

B0 > 10kBT/γe ≈ 1 T; our superconducting magnet can reach 6 T.

Lets now analyse some numbers relevant to electron qubit control. From the B0 limit we

obtain a lower bound of 28 GHz for the resonance frequency; we have a 0–50 GHz microwave

source, which means we can use static fields up to 1.8 T. Electron spin lifetimes of 5 s were

measured at 1.5 T in this system [31]; which are very long compared to measurement times

in the order 1 ms. Coherence times for P electrons in Si have been measured in bulk samples

(i.e. not single spins) to be 300 µs in natural silicon and 10 ms in silicon with 0.08% 29Si,

both using Hahn echo [73]; the record coherence so far is 450 ms with a Hahn echo, using

isotopically purified Si from the Avogadro project [71]. Coherence times set the limit of our

gate operation times; according to DiVincenzo[10] fault tolerant quantum computation requires

gate operation times to be 104–105 times shorter than coherence times. Assuming 0.08% purified

Si bulk coherence times, this would mean we would need gate times in the order of 1 µs. To

apply a π pulse in tπ = 1 µs, we need to apply B1 = fRabi/γe = 1/(2tπγe) = 18 µT.

For nuclear measurement visibility, the relevant ratio is electron linewidth ∆νe to hyperfine

coupling A. A defines the separation between νe⇑ and νe⇓. If ∆νe is comparable to A, the

two nuclear spin states become harder to distinguish. The hyperfine coupling of bulk P in Si

is 117 MHz [76], while ∆νe in natural silicon is 5.6 MHz (and orders of magnitude smaller

in purified Si) [73]. This large difference reveals the potential for high fidelity readout of the

nuclear spin. In contrast to the electron, the heavier nuclear gyromagnetic ratio of bulk P in Si is

γN = 17 MHz/T [19, 77]; as a consequence, the nucleus is much less sensitive to magnetic noise,

which means it has the potential for much longer coherence times. Record coherence times of

39 minutes at room-temperature has recently been measured, in an ensemble of ionised P nuclei

in purified silicon from the Avogadro project [70]; this highlights the wonderful potential that

the nuclear spin in our system has for qubit storage.
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1.7 Thesis Outline

Chapter 2 gives extensive detail on the methods used to perform all the experiments de-

scribed in the rest of the thesis. We will give a summary of the characteristics of the silicon

chip, including implantation and nanostructure fabrication. We will describe all the equipment

used and techniques employed to obtain our low electron temperatures; this section includes

the novel design of filters aimed at diminishing high-frequency thermal radiation. We will give

extensive detail on the electronic equipment, setup and manipulation used in these measure-

ments to provide voltage inputs and acquire output signals efficiently. Finally, we will describe

all the relevant experimental considerations that arise when attempting to operate a spin qubit.

Chapter 3 presents the design, simulation and implementation of a novel on-chip broadband

nanoscale antenna for spin qubit control. This chapter serves as a guideline to microwave engi-

neering design for physicists, presenting all the important issues related to achieving accurate

simulations of microwave fields in nanostructures, and setting up experiments with minimum

loss at those frequencies. It will also present an overview of the initial success obtained from

this antenna design, in achieving the first ever demonstration of qubit operation from both the

electron and nuclear spins of a single P atom in natural silicon.

Chapter 4 presents measurement results of single atom qubits from P donors in isotopi-

cally purified 28Si. We have achieved record coherence times and high fidelity of both electron

and nuclear qubits, along with an in depth characterisation of noise in our qubit’s environment.

The system’s high fidelity has also allowed us to perform very accurate measurement of physical

constants such as the electron g-factor, the nuclear chemical shift and the hyperfine interaction.

Our unique experimental setup has also allowed to demonstrate real-time feedback control of

the nuclear spin. Finally, this chapter will provide the theoretical background, experimental

design and preliminary results of measurements aimed at demonstrating single-atom electron-

nuclear entanglement in our system, through density matrix tomography and a test of the Bell

inequalities.

Chapter 5 presents the first ever experimental demonstration of single-shot readout of the

singlet-triplet states from a pair of exchange coupled electrons in a P-Si system. We analyse

the two-qubit relaxation rates in different magnetic field regimes, through population models

based on the singlet-triplet picture.

Chapter 6 includes the summary of the achievements of this thesis, along with an outlook

for future experiments using this system.
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Chapter 2

Experimental Methods

This chapter provides extensive detail on the experimental methods used to

perform all the experiments described in the rest of the thesis. It presents a

summary of the characteristics of the silicon chip, including implantation

and nanostructure fabrication. It describes all the equipment used and

techniques employed to obtain our low electron temperatures; this section

includes the novel design of filters aimed at diminishing high-frequency

thermal radiation. It also gives extensive detail on the electronic equip-

ment, setup and manipulation used in these measurements to provide volt-

age inputs and acquire output signals efficiently.

The author acknowledges D.N. Jamieson, F.E. Hudson, K.W. Chan,

K.Y. Tan for the implantation and fabrication of devices used for mea-

surement in this thesis; K.M. Itoh for characterising and providing

the isotopically purified silicon samples; J.T. Muhonen, A. Laucht and

R. Kalra for helping build and characterise the filter boxes; and J.T.

Muhonen for the electron temperature analysis
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2.1 Introduction

Every scientific publication that presents ground breaking experimental results includes one or

two paragraphs with an overview of methods employed for performing the measurements. These

descriptions however, normally do not scratch the surface of what goes on behind the scenes

of experimental science. This chapter aims at filling that gap of information, by providing

details of all the important experimental techniques that the author was involved in designing

and implementing. The chapter is broken down into four main sections: one section gives

an overview of the device fabrication; another section describes the techniques employed to

minimise the temperature of our qubit environment; next we provide details on how all the

instruments work together, to control and measure our devices; and the final section details

some the most important operations that we perform on our qubits.

2.2 Fabrication overview

The scope of this thesis does not include details on fabrication recipes or isotopic purification

of silicon, yet it is still relevant to include the main characteristics of the materials and nanos-

tructures used in the devices measured. The substrates used in the experiments described in

Chapter 3 and Chapter 5 were high-purity, near intrinsic, natural isotope silicon (Figure 2.1b).

For Chapter 4, the substrate consisted of a 0.8 µm thick epitaxial layer of isotopically purified
28Si, grown on top of a 500 µm thick natural silicon wafer (Figure 2.1d). The isotope com-

position of the 28Si epilayer was measured by Fukatsu et.al. [78] using secondary ion mass

spectroscopy, finding residuals of 730 ppm 29Si and 30 ppm 30Si.

Four different devices were employed in the measurements presented in this thesis. For

experiments in Chapter 3 and Chapter 5 we used two devices from the same fabrication batch.

For the results presented in Chapter 4, we employed two devices (A and B) with slightly different

characteristics. The differences between each of the devices will be highlighted in the relevant

sections.

All our devices have were fabricated on (100) substrates with n+ source/drain ohmic contacts

obtained by phosphorus diffusion. A high-quality, 10 nm thick SiO2 gate oxide was grown by

dry oxidation at 800◦C. Phosphorus donors were implanted through a 90x90 nm2 aperture

defined by electron-beam lithography in a PMMA mask. The fluence was chosen to obtain the

maximum likelihood of having 3 P atoms in a 30x30 nm2 area, subject to Poisson statistics. For

the devices in Chapter 3 and Chapter 5 and Device A in Chapter 4, P ions were implanted with

14 keV implantation energy. For Device B in Chapter 4, P+
2 molecular ions were implanted

with 20 keV energy. Both types of implantation were designed for a target depth of 15 nm

below the Si/SiO2 interface. A 5 s, 1000◦C rapid thermal anneal was performed to activate the

donors and repair the implantation damage.

Aluminium gates to form the device nanostructure were defined with electron-beam lithog-

raphy, thermal evaporation and lift-off. Exposure to a low-pressure oxygen plasma (0.15 mbar)
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Figure 2.1: Device substrates and gate layouts. a-b.SEM of gate layout (a) and diagram of natural
silicon substrate (b), this device architecture was used in experiments presented in Chapter 3 and Chapter 5.
c-d.SEM of gate layout (c) and diagram of 28Si epilayer (b), used in experiments presented in Chapter 4.

for 3 min at a temperature of 150◦C results in a few nanometre thick layer of oxide, which

provides enough electric isolation to perform multi-layer gate fabrication [53]. A final 15 min

forming gas anneal at 400◦C with 95% N2 and 5% H2 was performed to reduce the interface

trap density to the level of 2x1010 cm−2eV−1.

We will present results from measurements done on devices with two different gate layout

architectures. For the devices in Chapter 3 and Chapter 5, the gate layout is essentially the

same as the one used in the measurements by Morello et al. [31], with the addition of the

spin resonance antenna (Figure 2.1a). In Chapter 4, we used a modified version of this gate

layout, where the DG is positioned in between the antenna and the SET (Figure 2.1c). The

improvements achieved from the latter architecture will be explored in detail in Subsection 3.4.3.
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2.3 Low temperature setup

As explained throughout Chapter 1, temperature plays a very important role in the fidelities

of our qubits. Dilution refrigerators like the one used in our setup (Oxford Kelvinox 100) are

capable of reaching temperatures of < 30 mK, however transferring those low temperatures

to operational qubits is a non-trivial task. The lowest temperatures in a dilution refrigerator

occurs in the mixing chamber, where the He isotope dilution takes place. In order to effectively

transfer these temperatures from the mixing chamber to the qubit we need materials with high

thermal conductivity. The gates are connected through electrical lines to room-temperature

equipment and, in order to carry the signals adequately, the lines have to be isolated, making

them very difficult to cool down. Therefore for these lines, we need materials with low thermal

conductivity to minimise the radiation of heat from room-temperature. The following table

lists the thermal conductivity of some relevant materials (in increasing order):

Material TC [W/(mK)]

Air 0.03

Copper-Nickel (55%-45%) 20

Stainless Steel 20

Phosphor-Bronze 60

Silicon 150

Aluminium 200

Copper 400

Silver 400

Our fridge has a copper mixing chamber and cold finger (see Figure 2.2a). To cool our

device, we bolt to the cold finger a copper enclosure that contains the silicon chip. The chip is

mounted using a mixture of polymethyl-methacrylate (PMMA) and silver paint — we adopted

this method after finding that silver paint on its own left the chip too unstable for bonding.

This setup provides good thermal contact between the mixing chamber and our qubit.

Any electrical line radiates thermal white noise — known as Johnson-Nyquist noise —

given by v2
n = 4kBTR where kB is the Boltzmann constant, T is the temperature and R is the

resistance of the electrical line. Since Johnson-Nyquist noise is constant in frequency, filtering

any unneeded frequencies can significantly reduce the amount of thermal noise radiated on to

the qubit. Every conductor has an associated parasitic inductance, which appears in every

connection on our filter circuits. For an RC filter, the series inductance between the capacitor

and ground will cause the filter’s attenuation to reduce at higher frequencies (the circuit acts as

a low Q resonator). This effect can be minimised by making the ground connections as large in

surface as possible, but it can never be completely avoided. Figure 2.3a shows the response of

one of our RC filters, illustrating this behaviour above 1 MHz. For common room-temperature

circuitry this is not a problem because these higher frequencies are normally outside the range of

operation, but for low-temperature applications, noise at these high frequencies can significantly
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a b 

c 

Figure 2.2: Low temperature components. a CAD model of cold finger with filter boxes and device
enclosure mounted. b DC and AC filter boxes, open and unpotted, showing the anti-wound coil with
Eccosorb coil and surface mount low pass filters on a PCB. c Copper enclosure with MMCX connectors.
The inside contains the high-frequency PCB bonded to a chip mounted on the stage

contribute to thermal radiation.

Metal powder filters have been used for nearly three decades to filter high-frequency noise [79].

The attenuating effect of metal powder is attributed to skin-effect damping, caused by the large

effective surface area of the oxidised metal grains. The amount of dissipation is proportional to

the effective impedance, which is inversely proportional to the skin-depth δ =
√
ρ/(πfµ) where

ρ and µ are the resistivity and permittivity of the metal particles respectively. Therefore, the

dissipation increases as frequencies increase. Typical cut-off frequencies for metal powder filters

are in order of 1 GHz [80]. Another approach is to use microwave absorbing materials, such as

Eccosorb, which have magnetic and electric properties such that the effective impedance seen by

an incident electromagnetic wave is that of free-space [81]. These materials can be engineered

to accommodate a wide range of cut-off frequencies and applications.

Our experimental setup requires three different types of lines: DC lines, which provide a

constant voltage bias to the gates; AC lines (up to ∼ 100 MHz), used for pulsing the donor

potential and acquiring current outputs; and a high-frequency fast line used for transmitting

signals up to 50 GHz to the control antenna. A unique feature in our latest device architecture

(Figure 2.1c) is that we have fabricated separate gates for DC biasing and pulsing. Our previous

setup (Figure 2.1a) used a single gate to control potentials that need to be biased and pulsed

(e.g. the donor or SET island potentials), combining the signals at room temperature using a
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Figure 2.3: Frequency response (S21) of components in our filter boxes. a Response of an RC filter
without extra high-frequency filtering. The plot shows the overlap of measurements done with the lock-in
technique and with the network analyser (see Figure 2.5). b Response of one of the anti-wound coils with
Eccosorb core used in our boxes, showing the filtering effect > 1 GHz. c Response of the complete AC
filter box before (green) and after (orange) potting the box with copper powder. d Response of the fast-line
which goes down unfiltered, except for two attenuators used for thermalisation, which add up to 6 dB.
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voltage summing circuit; the disadvantage is that the cold filters need to have cut-offs above the

desired pulsing frequency, which feeds a significant part of the low-frequency noise spectrum

from the DC voltage sources. In our latest setup, the gates nearest to our qubit are only

connected to the DC sources and thus can be heavily filtered, while the pulsing is done through

capacitively coupled gates located further away (see Figure 2.4).

For our DC and AC lines, we have designed a filter box consisting of a copper enclosure

with an anti-inductive wound coil with 2 metres of phosphor bronze wire with an Eccosorb core

(rods of MF-117, 1–18 GHz absorbtion), in series with a passive filter made with surface mount

components on a printed circuit board (see Figure 2.2b). The enclosure is then potted with

copper powder. The coil uses the core as a filter, as seen from the response in Figure 2.3b —

the thermal coupling to the Eccosorb and copper powder increases with the length of the wire

used in the coil. For the DC lines, the passive filter consists of a 20 Hz first order RC filter with

20 kW thin-film nichrome resistor and 470 nF ceramic (X7R or NP0) capacitor, in series with an

8 MHz RC filter (20 kW with 1 pF). For the AC lines, we used 80 MHz seventh-order integrated

LC filters (Mini-Circuits LFCN-80). The selection criteria for filter components is based of the

capacity of the component to maintain its value at mK temperatures — common component

datasheets never include characterisation at these temperatures, so we based our choice on prior

experience. The DC lines filter cut-off shifted slightly at 4 K to 150 Hz, and we saw no difference

in cut-off of the AC lines filter at low temperatures. The filter-box was bolted to the cold finger

and connected to room-temperature via copper-nickel twisted-pair wire (DC lines) and copper-

nickel semi-rigid (EZ86) coaxial lines (AC lines). The lines from room-temperature to the filter

boxes are thermalised at every temperature stage, by wrapping the flexible twisted pair wire

around the copper rods connecting the fridge stages, or anchoring the coaxial lines with copper

wire. Figure 2.3c shows the frequency response of the AC filter box before and after potting

with copper powder, showing the desired effect of attenuating high-frequencies. As a side note,

we initially attempted to implement these filter boxes with Eccosorb potting (instead of copper

powder), but found that the thermal expansion of the material caused it to compress at low

temperatures, severing the connection between our wires and enclosure connectors. These novel

filters were implemented for the experiments in Chapter 4; prior to that (Chapter 3) we used

a setup with conventional copper powder filters and first order RC filters (150 kHz) inside the

device enclosure.

The fast line cannot be filtered because we need to operate it using the entire spectrum,

however we can use attenuators to create a thermal contact between the coaxial signal line and

the ground shield, and we thermalise the shield to the fridge using copper anchors. The fast line

coaxial is semi-rigid stainless steel (EZ86). Figure 2.3d shows the measured frequency response

of the fast line. Note the 6 dB attenuation at low-frequencies due the installed thermalising

attenuators. The accentuated loss at high-frequencies is dominated by the inevitable presence

of lower frequency rated connectors at some of the connection nodes along the line.

From the filter box to the enclosure, it is indispensable to protect our cooled lines from
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Figure 2.4: Schematic of the low temperature setup. Includes color coding of the lines according
to their cut-off frequencies (described in the main text); the materials used in each type of line above and
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external radiation (e.g. from the ∼ 0.5 K radiation shield); we use thin semi-rigid (EZ47)

copper coaxial lines with MMCX connectors. We migrated to MMCX connectors from SMA

for two reasons: size, as we can now fit 18 connectors instead of 6 in the same enclosure size

(see Figure 2.2c); connectivity, having pressure instead of screw type connectors makes the

tasks of mounting the enclosure on the fridge simpler. The downside to MMCX is that the

connectors start to wear out after a finite number of plug-ins, and we have found that they are

not compatible between different brands (e.g. Huber-Suhner females do not match well with

Jyebao males). Additionally, we tested flexible copper coaxial (LakeShore CC-SC-100) for these

connections, and found them to be very unreliable and easy to break. As shown on Figure 2.2c,

the connectors in the enclosure link to a printed circuit board of high-frequency ceramic filled

PTFE composite dielectric (Rogers 3010). The board contains impedance matched coplanar

waveguides to the mounting stage, from which we contact the gates on the chip using Al wedge

bonding. There is another coplanar waveguide on the board, impedance matched and designed

for high-frequencies (50 GHz), from an SK connector to which we connect the fast line coaxial.

2.3.1 Filter response measurements

Frequency response measurements consist of applying a broadband input to the circuit, and

comparing it to the spectrum of the output, the ratio is the S21 parameter (see Section 1.3).

We used three different methods for the S21 measurements, depending on the frequency range

we wanted to test. The most direct method is through a network analyser, which operates

from 10 kHz to 6 GHz. For lower frequencies (between 1 Hz and 100 kHz) we use a lock-in

amplifier, by feeding the lock-in signal to our circuit and measuring its output while sweeping

the frequency. For > 6 GHz, we have access to a 50 GHz source, but no high-frequency signal

acquisition instruments. We use a microwave detector which consists of a two-port rectifier

with a high-frequency input (10 MHz to 33 GHz) and outputs a DC voltage that is a function

of the input signal power. The range of linear output amplitude to input power behaviour is

limited, so its best to calibrate it prior to operation. We feed the signal from the high-frequency

source to the input of the circuit we want to measure, and acquire the output of the detector

with a digital multimeter.

Figure 2.5 shows schematics for all three S21 measurement methods.

2.3.2 Electron temperature measurements

To verify the effectiveness of the sophisticated filters we have built, we can perform measure-

ments to obtain the effective temperature of our qubit, through a measurement of the width of

the Coulomb peaks in our SET island. As described in Section 1.2.6, the width of the peaks

are a function of the S-D bias, lifetime and thermal broadening. If we minimise the S-D bias

and lifetime broadening (by making the barriers as opaque as possible), the shape of the peak

will be dominated by the temperature. We fit our measured Coulomb peaks to the rising and
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Figure 2.5: Schematics of different S21 measurement techniques used for different frequency ranges.
a Direct method using a network analyser. b Output/input voltage ratio using a lock-in amplifier. c
Output/input power ratio using a MW source and a calibrated MW detector connected to a multimeter
(DMM)

falling Fermi occupation energies, using (see Reference [82] for details):

I =
1

eImax

(
f(E+,T )− f(E−,T )

)
(2.1)

with f(E,T ) =
1

exp(E/kBT ) + 1

and E± = e(αVTG ± VSD/2)

Here e is the electron charge, Imax is a free parameter corresponding to the peak height, α is

the top-gate voltage to energy lever arm (free parameter) and the subscript TG(SD) correspond

to top-gate(source-drain).
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From the fit in plot of the Coulomb peak in Figure 2.6a we extract an electron temperature

of 70 mK. To verify this method, we perform Coulomb peak measurements while sweeping the

refrigerator temperature, and confirm that the temperatures extracted from fits match the fridge

temperatures (see Figure 2.6b). In comparison, our previous a setup using traditional copper

powder filters and higher frequency RC filters, obtained electron temperatures of 200 mK [83],

from which we highlight the significant improvement obtained by our novel low temperature

experimental setup.
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Figure 2.6: Electron temperature extraction. a A single coulomb peak measured (blue dots) with
minimal S-D bias and lifetime broadening, fitted (red) using the Equation 2.1. b Plot of temperature
extracted from several measured coulomb peaks at different fridge temperatures.

2.4 Room-temperature setup

In this section we will describe our efforts to minimise input and output noise from instruments

in our system; we will discuss our instrument setup and explain how we interconnect, control,

synchronise and acquire data from our instruments. As a guide for this section, Figure 2.7

shows a complete schematic of our instrument setup.

2.4.1 Noise

The currents to be measured from the SET are of order 1 nA. To measure such small currents,

care needs to be taken to ensure both the input voltage sources and output signal amplifiers

are as noiseless as possible; additionally, a significant resistance between common ground con-

nections can cause ground loops which also feed noise into the system.

The DC biasing sources provide the largest voltage outputs in our system. We use Stanford

Research Systems (SRS) isolated voltage sources (SRS SIM928); these have the advantages of

being battery powered, which eliminates the 50 Hz noise present in rectifying sources. Addi-

tionally, having the output ground isolated from the instrument ground, prevents ground loops.

The other input sources used for pulsing the gates and for high-frequency spin control are not
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Figure 2.7: Schematic of the instrument setup. The input lines are color coded similar to Figure 2.4.
The brand and model of all the instruments are enumerated in the main text.

isolated, but are connected with grounding straps to the fridge chassis. Additionally, we use

a double DC block on the fast line at room-temperature, to provide low frequency isolation of

the MW and RF signals.

Output currents are amplified and converted to voltages using a Femto DLCPA-200 tran-

simpedance amplifier at room temperature; which in its low-noise setting can provide gains of

103 to 109 with bandwidths of 500 kHz to 1 kHz. The output of this amplifier is fed to an

SRS SIM910 JFET low-noise voltage pre-amplifier with an isolated input to prevent ground

loops from the rest of the acquisition instruments. Finally the signal is passed through an

SRS SIM965 6th order Bessel filter, to provide additional sharper filtering of our signal before

acquisition. With this setup we obtain current noise floors ranging from ∼ 100 pA with 50 kHz

bandwidth, to ∼ 300 pA with 200 kHz.
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Additional considerations

The effective input noise current for a transimpedance amplifier is given by [84]:

< in >
2=< iamp >

2 +
4kBT

Rf
+

(
< vamp >

Rf

)2

+
(< vamp > 2πFCin)2

3

Here iamp(vamp) is the amplifier specified input current(voltage) noise, Rf is the feedback

resistance, F is the bandwidth and Cin is the total input capacitance to the circuit.

The fourth term in the above equation implies that if the input capacitance is large enough,

it can have a significant effect on the measured output noise of the amplifier. As described in

Section 1.3, every transmission line has some capacitance per unit length C ′. For coaxial lines,

C ′ depends of the radius of the coax — i.e. the separation between the center conductor and

the shield — and the dielectric. For our system’s typical coaxial line length ∼ 2 m, the input

capacitance are not negligible.

While preparing the experimental setup, we performed room-temperature output noise floor

measurements for two different types of coaxial lines available in the fridge, connected to the

input of the Femto DLCPA-200:

Cu-Ni EZ86 semi-rigid we found a factor 6 increase in noise floor after connecting the coax.

LakeShore stainless steel thin flexible we found a factor 14 increase in noise floor after

connecting the coax.

The difference between them is not surprising, as the thin flexible cable has a smaller diameter,

and needs to be thermalised by wrapping it around the anchors at the fridge stages, thus

needing more cable length. More importantly, this experiment shows that there is a significant

contribution to the noise by the capacitance of the coaxial cables in our setup; this is an

important consideration for selecting the cables for the source and drain connections.

2.4.2 Instrument control

As we will describe in Section 2.5, qubit operations require careful pulsing of different gates in

our device, along with time sensitive signal acquisition. In order to achieve this successfully,

all the signal generation and acquisition instruments need to be carefully synchronised. All

instruments are connected to a mainframe computer from which we use Matlab for instrument

control and data analysis. The following list contains all of our dynamic instruments with their

main features.

Lecroy ArbStudio This arbitrary waveform generator (AWG) allows loading of any desired

waveform. Waveforms are loaded through a vector of voltage levels, and the AWG will

output the sequence of levels at the predetermined sampling ratio. It has 4 channels, a

maximum sampling rate per channel of 250 MS/s, a minimum pulse length of ∼ 10 µs,
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and accepts sequences of up to 2 Mpts/ch. It connects to the computer via USB and it

is controlled by Matlab through .NET commands.

SpinCore PulseBlasterESR-PRO This logic pulse generator outputs a programmable se-

quence of 3.3 V amplitude pulses of any desired length. It can receive programming

commands where the output state of each channel and the time length are defined for

each instruction in the sequence. It has 21 programmable channels (4 on BNC connec-

tors), pulse lengths from 2 ns to 9 s with a rise time of < 1 ns, and accepts sequences of

up to 4096 instructions. It connects to the computer via PCIe and has a Matlab library

of commands.

Agilent E8257D PSG This microwave analog generator outputs signals of 250 kHz to 50 GHz

frequency and -110 to 20 dBm output power. It has pulse, frequency and phase modula-

tion. It connects to the computer and is controlled via GPIB. For lower-frequency NMR,

we also use a similar RF signal generator (Agilent M5182B MXG) with lower frequency

outputs (9 kHz to 6 GHz) and digital IQ modulation.

AlazarTech ATS9440 This digitiser samples signals and stores them in memory for analysis,

and has a graphical computer interface to use as an oscilloscope. It has a maximum

sampling rate of 125 MS/s, 4 channels, variable triggering levels, and an input range from

±100 mV to ±1 V. It connects to the computer via PCIe and has a Matlab software

development kit of commands.

The flexibility of programming waveforms with any voltage level makes the ArbStudio a perfect

instrument for controlling the gates coupled to the potentials of the donor and SET island.

We use the PulseBlaster to synchronise the ArbStudio pulse lengths and to provide the pulse

modulation and phase modulation pulses for the MW and RF sources. Having a broadband

antenna for spin control means we can use the same fast line to apply both ESR and NMR

pulses. We connect the MW and RF sources to the same line by using a broadband (DC-50 GHz)

power combiner (Agilent 11667C).

The digitiser triggers from the output of the ArbStudio, at the change from the control to

readout phase. This setup allows us to program a repetitive sequence of control and readout

phases, and set the digitiser to acquire as many shots as needed to obtain an accurate measure-

ment of the qubit state. Having a digitiser with a fast interface to the mainframe computer

allows us to perform real-time feedback control. Data acquired from the digitiser is loaded in

real-time into a Matlab variable, so we can perform analysis inside the measurement loop, and

adjust the following control sequence conditional on the previous measurement result.

Controlled rotations around the x or y plane are done by phase shifting the output of the

oscillating signal source. Depending on the capabilities of the source, this can be done in one of

two ways: analog modulation or vector modulation. For analog modulation, a variable voltage

is applied to the Ext1 input gate of the source and the phase at the output is proportional

to the modulation voltage. In practice, we apply a TTL pulse (from the PulseBlaster) and
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calibrate the modulation depth of the signal generator to obtain 180◦ shift between the on

and off pulses. A vector source has two separate signals I and Q, 90◦ out of phase, which are

mixed to obtain the output of the source. The amplitude of each signal can be controlled by

applying voltages to input gates on the source, and the resulting phase at the output will be:

θ = tan−1(VQ/VI), with
√
V 2
Q + V 2

I normalised to a instrument specific value (0.5 V) in order

to keep the output power constant. The advantage of using a vector source is that phase shifts

can be applied orders of magnitude faster than with analogue modulation, however the cost of

a vector generator is more than double of that of an equivalent analogue generator. All of the

experiments presented in this thesis were performed using analogue phase modulation.

2.4.3 The superconducting magnet

Static magnetic fields were supplied using a superconducting magnet with a 105 mm bore. The

magnet is controlled using a 100 A power supply (Oxford Instruments IPS120-10), from which

a maximum field of 6 T can be induced. Between the nodes connecting the superconducting

magnet and power supply leads, there is a superconducting filament fitted with a resistive switch

heater. When this heater is turned on, the filament is forced to have a finite resistance, therefore

the magnet coil current can be induced by the power supply. Once the current is set to the

desired value, the switch heater can be turned off, short-circuiting the magnet leads through

the superconducting filament. The power supply can then be turned off, leaving the current to

cycle through the lossless superconductor, in what is known as the magnet persistent mode. In

practice the superconducting coil is not lossless — it will have small residual resistances at the

joints and an effective flux motion resistance. Specifications for our magnet state a 1 part in

10,000 per hour of current decay in persistent mode. Some extra theoretical detail on switch

heaters, flux motion resistance and other superconducting magnet related phenomena can be

found in Reference [85].

For our electron qubit measurements, the decay in persistent mode can be significant. A

field of 1.5 T implies an electron spin resonance frequency of ∼ 42 GHz (from Equation 1.2).

At this field, our magnet is specified to decrease by 70 kHz per minute. ESR linewidths in

our devices are on the order of 1 kHz (for experiments in Chapter 4) to 10 MHz (Chapter 3).

For some of our measurement times of hours, the specified magnet decay in persistent mode

in unacceptable. An alternative way to operate the magnet is with the switch heater on, such

that the power supply is always providing the necessary current, preventing any decay. For

the experiments in Chapter 3, the magnet was always operated with the switch heater on.

However, using this operation mode will feed noise from the power supply to the magnet coil.

For experiments in Chapter 4, we found that this static field noise was limiting the coherence

of our qubit. By operating the magnet with the switch heater off, but the power supply current

on, we found that the magnet decay decreased by an order of magnitude, while maintaining

adequate noise levels. The decay rates we measured experimentally were 10 kHz per minute for

persistent mode, and 1 kHz per minute for switch heater off and power supply on.
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2.5 Relevant qubit experiments

In Subsection 1.2.6 and Section 1.5 we introduced the theory and explained some basic experi-

ments that allow us to characterise our qubits. In this section we will expand the details of the

experimental techniques used to perform the most relevant qubit operations.

2.5.1 Qubit readout and control

The principle of qubit readout and the SET operation were described in Subsection 1.2.3 and

Section 1.2.6. In this section we will give some extra detail on how the SET is tuned in order

to find a readout location in gate space and perform single-shot readout. We will only describe

details relevant to the analysis of this thesis, further details of the single-shot electron spin

readout protocol has been published by Morello et al. [31]. Additionally, if the reader is not

familiar with the basic theory and operation of quantum dots, Reference [86] gives relevant

descriptions to the topics in this section. By operating our SET as a traditional transistor (i.e.

with the barrier gates at the same potential as the top gate), we obtain turn-on voltages of

VG(ON) ≈ 0.8 V and obtain currents of ISD ≈ 2 nA with a gate voltage VG ≈ 2 V and source

drain bias VSD ≈ 100 µV (channel resistance Rch = 50 kΩ). We operate our SET as a charge

detector by leaving the top gate VTG ≈ 2 V and lowering the voltage on the barrier gates to

form a dot (the SET island) which exhibit Coulomb peaks of ISET(peak) ≈ 1 nA height. In this

regime, the width of the peak (∆Epeak) is dominated by the SD bias. From the size of our

SET, we obtain a quantum dot with an Ec ≈ 1 meV. A large Ec to ∆Epeak ratio is desirable in

order to increase the chances of observing a charge transition with maximum charge transfer

signal (see Figure 1.7). The lever-arm of the quantum dot — defined as the ratio ∆VTG/∆µE

— is αl ≈ 0.07 V/eV.

Figure 2.8a shows a sample 2D charge stability diagram (see Section 1.2.6, with two clear

charge transitions. We define three donor potential pulses, which are voltage pulses applied to

the DG, at the levels highlighted with dots in Figure 2.8a: load pulse, (LP, white) where the

donor is fixed in the neutral state, readout pulse, (RP, green) where the SET island Fermi level

is between the two spin energies of the donor, and empty pulse (EP, blue) where the donor is

fixed in the ionised state. Figure 2.8b shows sample readout traces taken by Morello et al. [31]

by performing the donor potential pulse sequence LP-RP-EP. A clear current “blip” is observed

in the current trace of the charge detector, when a |↑〉 electron tunnels from the donor to the

SET island, and is replaced after a short time by a |↓〉 electron.

Another important definition we need to make is the control sequence, which consists of a

sequence of on-off pulses applied to the spin resonance antenna, with an oscillating signal at an

appropriate spin resonance frequency. A complete qubit operation consists of donor potential

pulses and control sequences, interleaved in a way that allows us to initialise, manipulate and

readout the spin qubit.

For an electron qubit operation, we apply the donor potential pulse sequence LP-RP (Fig-
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ure 2.8c). The RP serves to readout and initialise the spin for the next measurement. The LP

serves to detune µE from EF , so that the donor is fixed in the neutral state while the control

sequence is applied. As explained in Section 1.2.6, in order to extract P↑ we need to repeat

several measurements of the same control and readout sequence. Plots of electron control in

this thesis were obtained through 100-200 single-shot repetitions per data point. Note that

there are two different ESR control frequencies depending on the state of the nuclear spin (see

Subsection 1.2.2), therefore every measurement is doubled to probe both frequencies. We select

the results from the frequency that was active at the time of measurement.

As explained in Subsection 1.2.3, nuclear spin readout is achieved by performing a nuclear

readout sequence, which consists of mapping the nuclear spin to the electron spin by attempting

a π pulse on the νe⇑ frequency. We perform the nuclear readout sequence by applying the donor

potential sequence LP-RP with the π pulse applied during the LP. In practice we can obtain

higher nuclear readout visibility by implementing a readout phase with several nuclear readout

sequences. We will explore the nuclear readout fidelity further in Section 2.5.2. The nuclear

spin can be controlled in both the neutral or ionised state. For the D0 state (Figure 2.8d), the

sequence begins with a LP during which we apply the nuclear control sequence, followed by

the nuclear readout sequences. Note that the entire sequence always ends with a RP which

initialises the electron spin, therefore we always control the nucleus with νN↓. For the D+

state (Figure 2.8e), we apply the control sequence during an EP, followed by a RP to initialise

the electron spin, before going into the nuclear readout phase. Note that there is no nuclear

initialisation, however — due to the fact that nuclear readout is a QND measurement (see

Subsection 1.2.3) — the state that we obtain after a single-shot measurement will be preserved

as the initial state for the next control sequence. Therefore instead of obtaining P↑, for nuclear

control experiments we extract the nuclear spin-flip probability (Pf ).

Control sequences

In Section 1.2.6 and Subsection 1.5.2 we introduced some of the basic qubit control sequences

we perform and we explained how we can extract qubit characteristics from them. We perform

these sequences in the control phase of the complete qubit operation cycle described above. The

following list contains all the control sequences relevant to this thesis. On times are noted as

pulses as defined in Subsection 1.2.2 and the off times τ allow for free precession time between

pulses:

Spin resonance lines obtained by monitoring P↑ (for the electron) or Pf (for the nucleus)

as we sweep the oscillating field frequency around the expected spin resonance frequency

ν = γB0.

Rabi oscillations having identified the correct resonance frequency, we perform a sweep of

the duration τR of a pulse which will rotate the spin by an angle θ = 2πτR/γB1. The

result of the sweep are sinusoidal Rabi oscillations with a frequency fRabi = γB1.
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Figure 2.9: Control sequence diagrams. Timing diagrams of pulses needed to perform each of the
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Ramsey fringes in Subsection 1.5.2, we explained how we could measure the free-induction

decay of a qubit, by using the sequence π/2x − τ − π/2x. There, we assumed that B1

was in perfect resonance with the qubit rotating frame. If B1 is slightly detuned from

the qubit resonance, P↑ or Pf will oscillate at the detuning frequency ∆ν1, forming an

interference pattern known as Ramsey fringes. The decay of the oscillations’ envelope

yields the pure dephasing time T ∗2 . In practice it is useful to set a detuning ∆ν1 > 1/T ∗2 ,

to make sure that the observed decay comes from the free induction decay and not from

detuning.

Hahn echo [64] obtained by applying the control sequence π/2x−τ/2−πx−τ/2−π/2x. The

πx pulse cancels the effect of random variations of the instantaneous qubit frequency that

are static over the timescale of a single experimental run, and yields the qubit coherence

time TH
2 . In bulk experiments, this measurement is realised by detecting the magnetisation

of the spins after the πx pulse. Magnetisation will be maximum — generating the echo —

after τ/2, with the echo shape forming a peak with a half-width given by T ∗2 . Therefore,

measuring the echo shape can be useful in cases where T ∗2 is too short to measure with

Ramsey fringes. In our single-spin system, we can extract the echo shape by performing a

Hahn echo sequence, taking several projective measurements with a fixed initial precession

time (τ1) and varying the second free precession time (τ2) around τ1.

Carr-Purcell-Meiboom-Gill (CPMG) [87] obtained by repeating N (∈ N1) refocusing

pulses π/2x−(τ/2−πy−τ/2)N−π/2x. This dynamical decoupling sequence is often used

to extend the timescale over which a quantum coherent state can be preserved. The πy

pulses make it immune up to fourth-order to imperfections in the pulse lengths [88]. The

decay measurement can be performed in two ways: by fixing N and varying τ , or by fixing

τ and varying N . We use this sequence to probe the qubit noise at different frequencies,

as will be explained in further detail in Chapter 4. A variant of CPMG is the Carr-

Pucell (CP) [89] sequence, where the πy pulses are replaced with πx. This sequence loses

the immunity to pulse errors, we therefore use it to extract the control fidelity of our qubits

(see Section 2.5.2). A final variant of these dynamical decoupling sequences, XYXY [90]

alternates the refocusing pulses between πy and πx in the same sequence, and the sequence

length must have a multiple of four pulses (π/2x − (τ/2− πx − τ − πy − τ/2)2N − π/2x).

This sequence demonstrates control of the qubit over the entire Bloch sphere. From each

of these sequences we can extract extended coherence times TCPMG
2 , TCP

2 and TXYXY
2 .

Figure 2.9 shows a diagram of the pulses needed at the control signal generator’s modulation

inputs ports in order to perform each of these sequences.

2.5.2 Qubit fidelities

As introduced in Subsection 1.5.3, the qubit fidelity is the ultimate measure of performance. We

will define separates fidelities for the main operations we perform: initialisation, measurement
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and control. Due to the different nature of the measurement between the electron and nuclear

qubits, the definition and method for extracting the measurement and initialisation fidelities

(Fm and Fi) are different. The control fidelity methods apply for both. We will define two

types of control fidelity based on the limiting mechanism: intrinsic (Fc) and effective (Fec).

Electron initialisation and measurement fidelities

There are two main sources of measurement errors for our electron qubit. The first is a function

of the tunnel rates of the donor charge transition. Quantum tunneling events can occur at

different times based on a probability distribution. When a tunneling event occurs at a time

faster than our detection speed (or slower than our detection time), there will be an error

in our detection. This error can be minimised by increasing the acquisition bandwidth (and

increasing the length of the RP). The downside is that increasing the bandwidth leads to a

decreased signal-to-noise ratio — the RMS noise voltage of current amplifier load RL as a

function of the bandwidth ∆f is vn =
√

4kBTRL∆f . The second source of error is thermal

broadening. Figure 2.10a shows a graphical representation of this effect, which results in a

non-zero probability of a spin-down tunneling to the SET (measurement error) or a spin-up

tunneling to the donor (initialisation error) at the readout level. We denote these thermal

measurement and initialisation fidelities as Ftm and Fti respectively.

To extract electrical errors, we use the method designed by Morello et al. [31], where a

histogram is made of the maximum SET current per single-shot, constructed from a large

number of single-shot readout acquisitions after loading an electron with equal probability of

|↑〉 and |↓〉. In their work, they describe a numeric model — which has now been expanded

theoretically by D’Anjou and Coish [91] — which can be used to fit to the histogram, and

extract peak current values for the separate states N↑ and N↓ (see Figure 2.10b). From these

we can extract the electrical fidelity in measuring a spin-up (Fe↑) and spin-down (Fe↓). Fe↓

only depends on our setting of the current threshold level with respect to the noise floor, and

we generally set our current threshold such that we can assume Fe↓ ≈ 1

A Rabi oscillation measurement contains convoluted information of the electrical and ther-

mal errors. A perfect Rabi oscillation will range from P↑ = 0 to 1, however this range will be

degraded in the presence of errors, causing the reduced oscillations illustrated in Figure 2.10c.

We denote the baseline and maximum of the range as P↑base and P↑max respectively. For mea-

surements where a new electron is loaded, an initialisation error implies that the operation

— as long as there are no further errors — will produce the opposite of the expected result.

Including these errors in our averaged outputs will result in P↑base = (1 − Fti)Fe↑ > 0 and

P↑max = FtiFe↑ < 0. Similarly, incorrect detection of |↓〉 or |↑〉 will cause our averaged output

to further increase P↑base by Fti(1−Ftm)Fe↑ or decrease P↑max by (1−Fti)(1−Ftm)Fe↑ respec-

tively. There is an additional complication in calculating the total P↑base and P↑max, due to the

fact that we only load a new electron when we measure |↑〉. Having a probability that varies

depending on the outcome of the previous measurement, implies our process in non-Markovian,
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a Measurement error 
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b 
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Figure 2.10: Electron qubit initialisation and measurement fidelities. a Mechanisms that cause errors
due to non-zero temperature. b (extracted from [31]) Above: Histogram of peak current showing two well
defined peaks corresponding to each electron spin state. The fits come from a numerical simulation of the
experiment. Below: Errors extracted from the fits as a function of SET current threshold. From this plot
the optimal threshold and maximum visibility are extracted. c Resulting Rabi oscillations when initialisation
and measurement errors are accounted for.

and the probability must be derived recursively using the following expressions:

P↑base (0) = ((1− Fti) + Fti(1− Ftm))Fe↑

P↑base (i) = P↑base (i− 1)P↑base + [1− P↑base (i− 1)](1− Ftm)Fe↑

= P↑base (i− 1) ((1− Fti)Ftm + (1− Ftm))Fe↑

P↑max (0) = (Fti + (1− Fti)(1− Ftm))Fe↑

P↑max (i) = P↑max (i− 1)P↑max (0) + [1− P↑max (i− 1)]

= 1− P↑max (i− 1) (1− Fti)FtmFe↑
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This model can be used to obtain values for Fti and Ftm that fit to P↑base and P↑max

extracted from a Rabi oscillation measurement, using the previously calculated value of Fe↑.

After extracting and separating the thermal and electrical fidelities, the total initialisation

and measurement fidelities can be calculated. We can set the read phase length long enough

(compared to the tunnel rates), such that initialisation errors only come from the thermal

effects, therefore Fi = Fti. To calculate Fm, we take the average of the fidelity of measuring

a spin-up (F↑) and the fidelity of measuring an electron spin-down (F↓). F↑ = Fe↑ since this

fidelity is not affected by thermal effects; F↓ = Ftm since we work in the regime where Fe↓ ≈ 1.

We can now obtain:

Fm =
F↑ + F↓

2
=
Fe↑ + Ftm

2
(2.2)

Nuclear initialisation and measurement fidelities

For the nuclear spin qubit, fidelities are much simpler. To begin with, in a QND measurement

(see Subsection 1.2.3) the initial state always corresponds to the previous measured state (as-

suming measurement intervals shorter than the nuclear spin lifetime T1), therefore Fi = Fm.

Since the measurement of the nucleus consists of the average of several conditional π-rotations

and measurements of the electron, the resulting P↑ from single-shot readout will have a distribu-

tion around P↑base and P↑max. Extracting the measurement visibility (Fvm) involves measuring

a histogram of P↑ values for several measurements of |⇑〉 and |⇓〉, and calculating the error

from the overlap of the distributions. This error can be reduced by increasing the nuclear

readout sequence repetitions (Ns), as the standard deviation of the P↑ distributions follows

σP↑ ∝ 1/
√
Ns.

Another contributing factor to the measurement fidelity is the possibility of a nuclear quan-

tum jump (due to a relaxation process) during the measurement. Note that this mechanism

also affects the electron fidelity, but in our experiments it is negligible in comparison with the

other mechanisms described in the previous subsection. From the exponential decay of the

nuclear T1 (see Subsection 2.5.3) we can extract the probability of a nuclear flip (Pfm) within

our measurement time (tm). The total measurement fidelity is then:

Fm = Fvm(1− Pfm) with Pfm = 1− exp

(
−tm
T1

)
(2.3)

Control fidelities

The intrinsic control fidelity is limited by the coherence and operation times of the qubit. A π

pulse applied to our qubit has a frequency spectrum — or excitation profile — which is a function

of the length and shape of the pulse. The area of the excitation profile in relation to the intrinsic

linewidth (see Subsection 1.5.2) of the spin transition determines the precision of the pulse. Fc

is then a function our measured intrinsic coherence and gate speeds. The excitation profile is

the Fourier transform of the π pulse, therefore it becomes wider as the pulse gets shorter. A
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shorter pulse — and therefore a higher Fc — can be achieved by increasing the power of the

resonance signal (increasing B1), which increases the Rabi frequency (see Section 2.5.1). To

extract Fc from experiments, we use a model which simulates Rabi oscillations in the presence

of spectral line detuning [83], by numerically integrating Rabi spin-up proportions (PRabi), over

the intrinsic linewidth (∆ν), which we assume to be Gaussian shaped:

P↑(tp) =

5σν∑
d=−5σν

P (d)× PRabi(tp, d)∆d (2.4)

With:

P (d) =
1√

2πσν
exp

(
−d2

2σ2
ν

)
PRabi(tp, d) =

f2
Rabi

f2
Rabi + d2

sin2(πtp

√
f2

Rabi + d2)

σν =
∆ν

2
√

2 ln(2)
=

1

2
√

2 ln(2)πT ∗2

Here tp is the Rabi pulse length, fRabi is the Rabi oscillation frequency and ∆ν is the full

width at half maximum (FWHM) of the Gaussian peak. The intrinsic control fidelity is then

the reduced spin-up proportion of a π pulse using this model:

Fc = P↑(tπ) where tπ = 1/(2fRabi) (2.5)

We also define the effective control fidelity, which is limited by how precisely the instru-

ments can calibrate and output the spin resonance pulses. To extract Fec we apply the method

described by Morton et al. [92], which compares the coherence decay between two similar dy-

namical decoupling sequences: CPMG and CP (see Section 2.5.1). The fundamental difference

between the two sequences is that CPMG is fourth-order immune to pulse errors while CP

is not. We first perform CPMG and extract the coherence as a function of the number of

pulses (TCPMG
2 (N)) for a fixed τ . We then perform CP under the same conditions. If we as-

sume Gaussian distributed pulse errors, the decay observed will have a pulse error component

P↑(N) ∝ exp
(
−(σpN/2)2

)
, where σp is the standard deviation of the pulse error distribution

and we define it as the mean rotational error in radians. The total CP decay can then be fit to:

PCP
↑ (N) = exp

(
−
(

N

TCPMG
2 (N)

)n)
exp

(
−(σpN/2)2

)
(2.6)

The only free parameter in this fit is σp. We can then extract the effective control fidelity,

defined as the probability of flipping the spin with a π pulse:

Fec =
1

2

(
cos(σp) + 1

)
(2.7)

57

67



2.5. Relevant qubit experiments

2.5.3 T1 measurement

As described in Subsection 1.5.1, a spin in an excited state can exchange energy with the sur-

rounding lattice phonons to relax to the ground state, with a probability given by the spin lattice

relaxation time T1. For electron spins, we measure T1 by loading a fresh electron onto the donor

and waiting some time (τw) before reading it out. As we increase τw, the loaded |↑〉 electrons will

decay to the ground state with increasing probability (P↑(τw) = (1− P eq
↓ ) exp(−τw/T1) + P eq

↓

as per Subsection 1.5.1). To perform this measurement, we apply the donor potential sequence

LP-RP-EP, with the LP having a variable length τw.

The QND nature of the nuclear measurements allows us to just monitor its spin state to

observe quantum jumps of the nuclear spin state. As we will discuss further in Chapter 3 and

Chapter 4, the lifetimes of the nucleus are in the order in tens of minutes.

2.5.4 Fitting functions

This section provides a summary of the basic fitting functions relevant to the data analysis in

this thesis. In this section we use the variables c1, c2 ∈ [0, 1] as normalising parameters .

For the ESR spectral lines, we measure P↑ as a function of the ESR signal frequency

νESR. We use a peak fitting function to extract the resonance frequency νe and the peak width

∆ν from the FWHM of the fit. The spectral lines can be measured in the intrinsic or power

broadened regimes (see Subsection 1.5.2). In the intrinsic regime, the line shape should follow

the exponent of the free induction decay, which is commonly Gaussian. The peak is fitted to:

P↑(νESR) = c1 exp

(
−(νESR − νe)2

2σ2
ν

)
+ c2 (2.8)

For a Gaussian peak, its FWHM is not equal to the variance:

∆ν = 2
√

2 ln(2)σν

In the power broadened regime, the peak has a Lorentzian shape [56]:

P↑(νESR) = c1

∆ν
2

(νESR − νe)2
+
(

∆ν
2

)2 + c2 (2.9)

If Rabi oscillations do not have a significant decay due to spectral line detuning, the

measured spin-up (for ESR) or spin-flip (for NMR) probability P as a function of pulse length

tp, can be fitted by a simple sine function, to extract the Rabi frequency fRabi:

P (tp) =
c1
2

sin(2πfRabitp) +
c2
2

(2.10)

For Ramsey fringes, we measure P as a function of the free precession time τp. Through

this measurement we can extract a constant frequency detuning ∆νdet and the free induction
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decay time T ∗2 and decay exponent n. The fit is the product of an exponential decay and a

cosine function:

P (τp) =
c1
2

exp

(
−
(
τp
T ∗2

)n)
cos(2π∆νdetτp) +

c2
2

(2.11)

For echo experiments (e.g. Hahn or dynamical decoupling), the echo shape is obtained by

measuring P↑ as a function of the final precession time τ2 (see Section 2.5.1). The echo is a

Gaussian peak and from half of its FWHM we can also extract T ∗2 :

P↑(τ2) = c1 exp

(
−(τ2 − τ1)2

2σ2
ν

)
+ c2 (2.12)

With:

T ∗2 =
√

2 ln(2)σν

(2.13)

Echo decays are obtained by measuring P as a function of the free precession time τp.

From these we extract the echo sequence coherence time T S
2 and exponent n, after fitting to an

exponential decay:

P (τp) = c1 exp

(
−
(
τp
T S

2

)n)
+ c2 (2.14)

The electron T1 is extracted from a measurement of P↑ as a function of the wait time in

the load phase τw. The plot decays as a simple exponential:

P ↑ (τw) = c1 exp

(
−τw
T1

)
+ c2 (2.15)

In Chapter 5, we also extract T1 from a model of rate equations with state populations.

In those experiments we are able to measure the time evolution τw of the system eigenstate

populations. The details of the model parameters will be explained in the chapter, but the basic

principle of a rate equation model consists in constructing a system of differential equations,

where for each of the n states Sk we have an equation of the form:

dSk
dτw

=
n∑
i=1

ΓikSi − Sk
n∑
i=1

Γki (2.16)

Where Γkj is the rate of population transfer (e.g. the relaxation rate) from Sk to Sj . The

model is solved numerically by defining initial conditions (i.e. all the population proportions

at τw = 0) and calculating the population evolution over small time steps.

In order to obtain measurement fidelities in Chapter 5, we need to fit two histograms of

current blip detection times (tb). For one case we use a Normal distribution to extract the
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mean detection time µd and the standard deviation of the detection bandwidth σd:

Counts = c1 exp

(
− (tb − µd)2

2σ2
d

)
(2.17)

For the second histogram we use an exponential fit to extract the tunnel rate Γt:

Counts = c1 exp (−Γttb) (2.18)

If the electron temperature Tel is known, we can obtain the donor potential to DG lever-

arm αDG by sweeping VDG across a donor charge transition and fitting the change in ISET to

a Fermi distribution:

ISET = c1
1

exp
(
αDGVDG

kBTel

)
+ 1

+ c2 (2.19)

2.6 Conclusions

In this chapter we have given a detailed description of the experimental setup and the funda-

mental qubit measurement techniques. We described the measures we took to cool our qubit

to minimum temperatures of 70 mK and the measurement setup that allowed us to reduce our

measured noise to 100 pA. We described how we interconnected our available instruments to

perform carefully synchronised qubit operations and measurements and subsequently we gave a

detailed description of the qubit operation algorithms that are needed to obtain all the results

we will present in the following chapters of this thesis.
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Chapter 3

Controlling qubits with microwaves

The intense interest in spin-based quantum information processing has

caused an increasing overlap between the two traditionally distinct dis-

ciplines of magnetic resonance and nanotechnology. In this chapter we

discuss rigourous design guidelines to integrate microwave circuits with

charge-sensitive nanostructures, and describe how to simulate such struc-

tures accurately and efficiently. We present a new design for an on-chip,

broadband, nanoscale microwave line that optimizes the magnetic field

used to drive a spin based quantum bit (or qubit), while minimizing the

disturbance to a nearby charge sensor. We employed this antenna in the

first ever experimental demonstration of single-atom qubits from P donors

in Si. We present the characteristics measured through the electron and

nuclear qubit operations. From the experiments, we extract the parame-

ters that relate the qubit operation to the strength of electric and magnetic

fields produced by the antenna, and we find very good agreement with the

values expected from electromagnetic simulations.

Parts of this chapter have been published in:

J.P. Dehollain, J.J. Pla, E. Siew, K.Y. Tan, A.S. Dzurak, A. Morello. “Nanoscale

broadband transmission lines for spin qubit control”. Nanotechnology vol. 24, no. 1,

015202 (2013)

J.J. Pla, K.Y. Tan, J.P. Dehollain, W.H. Lim, J.J.L. Morton, D.N. Jamieson, A.S.

Dzurak, A. Morello. “A single-atom electron spin qubit in silicon”. Nature vol. 489,

no. 7417, pp. 541-545 (2012)

J.J. Pla, K.Y. Tan, J.P. Dehollain, W.H. Lim, J.J.L. Morton, F.A. Zwanenburg, D.N.

Jamieson, A.S. Dzurak, A. Morello. “High-fidelity readout and control of a nuclear

spin qubit in silicon”. Nature vol. 496, no. 7445, pp. 334-338 (2013)

The author acknowledges E. Siew for the S21 measurements of the

on-chip antenna; and J.J. Pla for leading the measurement and analy-

sis of the single atom qubit experiments presented in this chapter
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3.1 Introduction

In Chapter 1 we presented our approach to building a quantum computer, using single spins

from phosphorus donors in silicon. Prior to commencing the work described in this thesis, the

furthest experimental development for this system had been the successful demonstration of

high-fidelity single-shot readout of a single electron spin from a P donor in Si [31]. The next

natural step is to integrate a mechanism for spin control into our system. The theory of how

this is to be implemented has been described in Subsection 1.2.2, including some examples

of successful demonstrations of single-spin control. However, unsuccessful attempts at merely

replicating methods such as the one used by Koppens et al. [24] have taught us that for our

system, the problem requires closer inspection.

The techniques used in the past for single-spin control [21–25] tend to work well at relatively

low frequencies (< 1 GHz) or when the spin under study and the method used to detect it are

reasonably robust against heating and stray electric fields. In contrast, our system needs to

operate at frequencies up to ∼ 50 GHz (see Section 1.6) and the charge detector for single-shot

readout is very sensitive to heat and electric fields. Previous discussion on this issue are limited

to unsuccessful attempts at integrating high-frequency (> 10 GHz) microwaves with single

spins confined in GaAs quantum dots [93, 94]. This task requires the fusion of two traditionally

separate disciplines: microwave engineering and nanotechnology.

In the first sections of this chapter we will explain and assess a set of useful design rules that

can be applied to maximize the chance of success of high-frequency spin resonance experiments

in nanostructures. We illustrate the pros and cons of different designs tailored for our system,

these guidelines however, can be applied to most single-spin systems. We start with the broad

microwave engineering framework [54] to design a planar transmission line (TL) terminating in

a loop close to the spin qubit. We then present a novel on-chip transmission line for broadband

localized B1 field generation (Figure 3.1). We describe a methodology for carrying out electro-

magnetic field simulations on structures with large dimensional range, from millimetre down to

nanometre size. We then use this tool to test the proposed transmission line and compare its

performance with other designs.

In the second half of the chapter, we will describe how this broadband antenna was used to

successfully operate single-atom spin-qubits from P donors in Si. We will present the charac-

teristics of both an electron and nuclear spin qubits, from which we can extract magnetic and

electric field values to compare with our simulations.

3.2 Design guidelines for the optimal planar loop

The main spin-control structure consists of a short-circuit terminated coplanar transmission line

(see Section 1.3, forming an antenna with a loop that generates oscillating magnetic fields at the

qubit location (see Section 1.2.6). The design of efficient TLs involves ensuring that the entire

length of the TL is adequately impedance and mode matched ; meaning that transitions between
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Figure 3.1: Broadband antenna model. Optimized design for an on-chip broadband microwave
transmission line for the control of a spin qubit. The inset shows a close-up of the nanoscale part of the
structure, consisting of a short-circuit termination of the transmission line and a spin readout device. The
dark sphere with arrow indicates the assumed location of the spin qubit. Alternative transmission line designs
will be analyzed, while maintaining the same spin readout device structure.

TL types (e.g. from coaxial to PCB waveguide), should be designed such that the impedance of

the line and the mode of propagation are continuous, in order to minimise transmission loses (a

general description of impedance is given in Section 1.3, while the relevant modes of propagation

will be defined in the following sections). From the device architecture and characteristics

described in different sections of Chapter 1, we can highlight the following constraints for our

antenna design:

1. The electron spin Zeeman splitting (EZ) must be larger than the thermal broadening,

which for our systems requires a minimum resonance frequency ν0 ≈ 30 GHz (see Sec-

tion 1.6).

2. The amplitude of the oscillating magnetic field B1 produced by the loop should be max-

imized, to allow fast rotations of the spin. From Section 1.6 we calculated a lower bound

B1 > 18 µT. We note that, for the purpose of calculating the B1 value relevant to spin

resonance, the rotating wave approximation usually holds. A linearly polarized oscillat-

ing field should be decomposed into two counter-rotating components, only one of which

contributes to the spin rotation. Therefore, the B1 values obtained from a microwave

simulator must be halved for the purpose of calculating e.g. a Rabi frequency.

3. Electric fields radiated from the transmission line should be minimized at the location
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of the spin qubit and readout device, since they can lead to unwanted effects such as

photon-assisted tunneling [24], disrupt the operation of charge sensing devices (see Sub-

section 3.6.3), and contribute to the local heating of the nanostructure.

Given the constraints above, we will focus on simulations and design guidelines appropriate for

spin resonance experiments in the 20–60 GHz range. However we note that a broadband planar

loop that works well at ν > 30 GHz will also exhibit good performance at MHz frequencies,

since the losses and mode mismatches become less critical as the frequency is lowered. This is

of relevance to the case where both electron spin resonance (ν > 30 GHz) and nuclear magnetic

resonance (ν ≈ 100 MHz) experiments can be performed on the same system, as in our case of

dopant atom qubits [18].

3.2.1 Topologies of planar transmission lines

We consider here two main topologies of coplanar transmission lines: coplanar stripline (CPS)

and coplanar waveguide (CPW). The fundamental difference between the two is that the CPS

is a balanced TL, meaning that it consists of two conductors, each having the same impedance

to the surrounding ground planes. A CPS can carry microwaves in two modes: an odd mode,

where the potentials of the conductors oscillate in opposite phase, and an even mode, where

both conductors oscillate together with respect to the ground potential. The even mode is

generally undesired, but can be excited in the presence of discontinuities and mismatches. In

contrast, the CPW is an unbalanced TL, consisting of a single conductor, while the ground

planes act as return lines. It is also important to consider a planar TL topology known as

microstrip, which consists of a single planar conductor, with a ground plane underneath the

dielectric. Microstrip modes can be excited when coplanar lines are designed on a substrate

that needs to sit on a conductive plate, and care needs to be taken to make sure the coplanar

modes dominate the propagation of the signal.

Coaxial cables — which we assume are going to be used to carry the microwave to the

sample — are unbalanced transmission lines. Therefore we analyze the most typical situation

in which a coaxial cable is first coupled to a CPW fabricated on a printed circuit board (PCB).

The CPW will have to be impedance-matched to the coaxial cable that delivers the microwave.

The characteristic impedance of planar transmission lines is mainly a function of the width

and thickness of the metal strips, the gap between coplanar strips and the thickness of the

dielectric. Various transmission line analysis textbooks [95, 96] provide equations to calculate

the impedance of many different planar transmission line types and configurations.

Referring to the drawings in Figure 3.2, we analyze four possible configurations of lines and

loops. Where a CPS is employed, we describe how to realize the conversion from unbalanced

to balanced mode, known as a balun.

Figure 3.2a is the simplest solution, consisting of a transition between the CPW on the board

to a CPS on the chip, realized by bond wires. This design can match the line impedances, but

it does not provide a well-controlled unbalanced to balanced line transition. It is crucial to
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a b d c 

Figure 3.2: Four planar loop designs. a A simple CPW on a PCB directly bonded to an on-chip CPS. b
On-chip CPS with a CPW to CPS transition on PCB. c CPW matched to the termination. d Novel on-chip
balun for maximized current at the loop.

recognize that for these planar loops, the desired node of the electric field (see Section 1.2.6)

only occurs for a perfect odd-mode transmission. Accidentally exciting an even mode will cause

an anti-node of the electric field at the end of the line. This is a realistic danger for a CPW-CPS

transition as crude as that shown in Figure 3.2a. An on-chip CPS was used successfully by

Koppens et al. [24] to drive the magnetic resonance of a single spin in a GaAs quantum dot at

ν < 1 GHz, but contacting the CPS was done directly with a microwave probe instead of using

bond wires.

Figure 3.2b shows an improved design, where a CPW-CPS balun is first fabricated on the

PCB, then the CPS on the board is bonded to the CPS on the chip. Here the conversion to

a balanced line occurs in a more controlled way as compared to Figure 3.2a, and is less likely

to excite an even mode of transmission. However, some risk still exists due to the use of bond

wires to connect to the CPS on the chip; the effects of bond wires will be explored further in

Subsection 3.4.3. Planar baluns come in many forms and complexities. We chose the CPW to

CPS transition presented by Chiou et al. [97] and analyzed by Mao et al. [98], which combines

simple design, broadband operation and low insertion loss.

Figure 3.2c shows a design based solely on CPWs, both on the PCB and on the chip. The

CPW on chip terminates with short circuits on both sides. This type of design was used for

instance by Fuchs et al. [25] to drive the ESR of a nitrogen-vacancy centre in diamond at

ν = 0.49 GHz. Due to the absence of mode conversions, this design will have the widest range

of operating frequencies and the lowest insertion loss. However, the nature of the CPW short

implies that the current is divided equally amongst two loops, therefore only half of the signal

received at the short can be exploited to generate a magnetic field at the qubit location.
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Finally, in Figure 3.2d we propose a novel planar loop design, which consists of a short-

circuited, on-chip CPW to CPS transition. In this design we keep the matched CPW structure

at the interface between PCB and chip, and make the transition to CPS on the silicon chip. To

achieve this, the transition needs to be scaled to accommodate the limited dimensions.

In realistic experimental conditions, many parameters can influence the performance of the

transmission lines. The chip will normally be mounted in a metallic enclosure for thermal and

electromagnetic shielding. Delivering microwaves into the enclosure can excite cavity modes

which can severely perturb the behaviour of the transmission lines. Therefore, the dimensions

of the enclosure must be designed to minimize cavity modes. From microwave engineering

textbooks [96], it is known that for CPW and CPS, keeping c/(a + 2b) > 1.75 and d/a > 2.5

(a, b, c, d are defined in Figure 3.3) ensures the enclosure will not affect the impedance of the

transmission line by more than 1.5%. Microstrip modes are minimized by making a+2b shorter

than the thickness of the dielectric.

a 

b 

a 

b 

c 

d 

Figure 3.3: Conventions for the dimensions of coplanar TLs. CPW (left), CPS (right) and enclosures
(shown in CPW image). For CPW: a is the width of the centre metallic strip, b is the pitch between the
signal strip and the ground plates. For CPS: a is the pitch between the balanced strips, b is the width of
each metallic strip. For enclosures: c is the width, d is the height from the top the transmission line.

The shape and length of the wire bonds connecting the PCB and chip will also have an

important effect on the signal losses at higher frequencies. Bond wires have an effective induc-

tance which increases as they get longer and thinner. With the help of simulations, we analyze

this effect in more detail in Subsection 3.4.3.

With regards to the design of the balun included in the topologies in Figure 3.2b and

Figure 3.2d, we follow the method used by Mao et al. [98], where the CPW to CPS transition

is divided into five sections. Each section tapers, crops and/or expands the transmission line

to gradually make the transition keeping impedance variations small and fluid. The length

of each section and the angle of the discontinuities needs to be optimized to minimize losses.

When scaling the transitions to fit our PCB and chip dimensions, we ran a parametric sweep

of simulations to optimize each transition section. The discontinuities at each section of the

transition can excite the even mode of propagation, which can increase losses in the transmission

line. This effect can be suppressed by connecting the ground planes with bond wires or air
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bridges where the discontinuities occur.

3.2.2 Choice of simulation methods for tapered structures

Modeling and simulation of the structures described in this chapter is carried out using the

Microwave Studio software package, from Computer Simulation Technology (CST-MWS) [99].

The first step is to choose of a suitable solver, based upon three requirements:

1. In most spin qubit device structures, the spin is buried at some depth below the surface

on which the planar loop is fabricated. Therefore the electromagnetic simulation — the

goal of which is to obtain the magnetic and electric field at the qubit location — must be

carried out with a volume-based method.

2. We are interested in obtaining broadband results, since the operating frequency of the

spin qubit might vary over a wide range, depending on the applied magnetic field.

3. All the structures described in Figure 3.2 are sharply tapered, with edge lengths shrinking

from millimetres to nanometres. The electromagnetic solver must handle correctly such

wide range of structures sizes.

The first requirement reduces our choice of available mesh types to hexahedral and tetra-

hedral. CST-MWS uses the finite integration method (FIM) [100] to support both these mesh

types with time-domain and frequency-domain solvers. The chosen method should provide

accurate results, in the least amount of simulation time.

FIM in the time-domain is a leap frog algorithm similar to the finite-difference time-domain

method [101]. It is useful for obtaining broadband results, as a single time domain simulation

can be transformed to obtain an arbitrarily wide frequency response. However, this method

requires a structured grid and only supports hexahedral meshing in CST-MWS. This means

that for an accurate representation of our structure, the mesh around the small features will

generate a great amount of unneeded mesh points at the large features. Simulation time for

this scheme increases linearly on the number of mesh points and the minimum distance between

mesh points.

In the frequency-domain, FIM solves a set of Maxwell’s equations for the entire volume,

in one simulation. This makes the algorithm independent of the grid structure, which allows

support for the more flexible tetrahedral meshing. Simulation times only depend on the total

number of mesh points. The disadvantage of this scheme is that each simulation solves for only

one frequency point, therefore it is necessary to run several simulations in order to obtain a

broadband result.

Attempting to accurately represent our tapered structure with hexahedrons will result in

an unmanageably large mesh. Therefore the best option is to use the frequency domain solver

with tetrahedral meshing. The immense difference in simulation times makes it worth running
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3.2. Design guidelines for the optimal planar loop

many simulations in the frequency domain, instead of one simulation with the time domain

solver using hexahedral meshing.

Once the solver and mesh type have been selected, the next key step is to produce a mesh that

adequately represents all the materials, corners and edges of the structure, with the minimum

number of mesh points. CST-MWS can be configured to automatically create an initial mesh

and run a mesh adaptation algorithm. The software will sequentially run a simulation and

modify the mesh until a convergence is reached on scattering parameters (S-parameters) error.

The algorithm adapts the mesh to increase its density at the electrically relevant locations (i.e.

corners and edges). However, the automated meshing scheme fails to accurately adapt the mesh

to accommodate the large feature size range in our sharply tapered structure. It is therefore

necessary to manually divide the model into different sections and assign different meshing

densities to each section (see Figure 3.4). With the mesh adjusted to both feature size and

electrical relevance, we can obtain accurate results with minimal mesh points.

250 mm 50 mm 150 nm 

B E 

Figure 3.4: Tetrahedral mesh used for simulations. Mesh density is increased sequentially, adjusting
to the sharp tapering of the structure. The rightmost inset shows the locations of the probes for all our
simulation results: the magnetic field probe is at the donor site location (blue); the electric field probe is at
the charge detector (red).

Boundary conditions must be set for each of the planes that define the limits of the modeling

space. Boundary conditions can be defined to either minimize reflections (open space), or

behave like a perfect metallic object (electric). To simplify simulations, we model a smaller

PCB than what would typically be used in an experimental setup, and we set the boundary

conditions to open space on the front and lateral sides of the structure. On the back side

the boundary condition is set to electric, to observe the effects of microstrip modes in our

transmission lines. These boundary conditions give accurate results as long the guidelines for

enclosure size discussed in Subsection 3.2.1 are followed.

Electric and magnetic field probes can be placed anywhere in the three dimensional space

of the structure. As shown in Figure 3.4, the electric field probe is placed at the location of the

charge detector (i.e. the SET island); while the magnetic field probe is placed 20 nm underneath

the DG (i.e. where the donor spin to be controlled is assumed to be located). We extract only

the component of oscillating magnetic field that is perpendicular to the static magnetic field.
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Weiland et al. [102] provides a more detailed explanation of the simulation parameters

described in this section.

3.3 General model characteristics

All the models we present, as shown on Figure 3.2, comprise of a modeled coaxial input port, a

PCB with a planar transmission line, and a Si chip with a planar antenna next to a spin readout

device (SRD) similar to the one used by Morello et al. [31]. We always assume 1 mW (0 dBm)

of power at the coaxial input port of the simulated structure. We modeled the PCB using the

characteristics of the Rogers RO3010 laminate with a thickness of 640 µm and 35 µm copper

(Cu) cladding. The planar transmission line on the PCB bridges the coaxial port and the chip.

It is connected via bond wires to the planar antenna, which is assumed to be fabricated in

100 nm thick aluminium (Al), on top of a silicon (Si) chip with a surface of 1.2×1.2 mm2 and

a thickness of 500 µm. As shown in Figure 3.1, the loop is located at the centre of the chip

surface, with a minimum width of 100 nm at the short circuit. The loop is separated from

the SRD by 130 nm, and from the the donor gate 190 nm. The conductivity of the Cu lines

is increased by two orders of magnitude as compared to the room-temperature (RT) textbook

values, to account for the use of the device at cryogenic temperatures [103, 104]. The conduc-

tivity of the Al thin-films is increased by a factor 4 as compared to its RT value, based on

independent resistance measurements of a coplanar loop similar to the one described here, at

RT and 4.2 K. We assume the structure is always placed in a magnetic field large enough to

suppress the superconductivity in Al. The bonding pads of all Al strips have a minimum area

of 100×100 µm2. Unless otherwise stated, the bond wires have 25 µm diameter and a length

of approximately 200 µm. The following table shows the relevant dimensions of all the planar

transmission line types we present, using the conventions from Figure 3.3:

Type of TL
Input Termination

a (µm) b (µm) a (µm) b (µm)

CPW on PCB 100 60 100 60

Balun on PCB 100 60 30 300

CPW on chip 100 60 1.6 1

CPS on chip 30 300 1 10

Balun on chip 100 60 7 90

3.4 Simulation Results

After describing our modeling methods, we now present the results of our simulation, starting

with a general characterisation of the electro-magnetic transmission through our lines, followed

by an analysis in performance of our designs. To finish this section we will present some

parametric simulations that unveil the significance of some of the elements in our models, that
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are often overlooked in these experimental setups.

3.4.1 Electric and magnetic fields along the transmission line

We will begin with a characterization of the electric and magnetic field profiles along the short

circuited coplanar transmission line shown in Figure 3.1. Figure 3.5a shows the amplitude of

the perpendicular component of the magnetic field B1 generated around the loop. B1 clearly

decays with distance from the short, which shows the importance of placing the loop as close

as possible to the spin qubit.
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Figure 3.5: Characterization of the planar transmission lines. a 2D plot of the component of the
magnetic field amplitude perpendicular to the surface of the chip. b 2D plot of the absolute value of the
electric field. c Electric field at the input of the on-chip CPW. The field is mainly radiated from the centre
Al conductor to the coplanar ground planes. The fields in all figures are calculated at 50 GHz.

The voltage difference between signal and ground lines generates an electric field, which

decreases to zero (Figure 3.5b) as it approaches the voltage node at the short-circuit. However,

the resonant stub behaviour of the on-chip line (explained later in Subsection 3.4.2) causes an

additional electric field to be emitted at the end of the line. This electric field can be responsible

for a degradation of the performance of the SRD, and heating of the electron layer nearby.

Figure 3.5c shows that the transmission through the on-chip line is dominated by the CPW

mode, as desired. The field being radiated from the centre conductor to the back plate is

negligible compared to that radiated to the coplanar planes.

The metal gates of the spin readout device couple capacitively to the loop, causing an

increase in the electric field radiated by the loop. Simulating our structure without and with

a SRD shows an electric field increase of ∼ 1.5 orders of magnitude over the whole frequency

range. In contrast, the magnetic field only increases by ∼ 30% in the presence of the SRD.

The surface current monitor allows us to estimate the current flowing through the loop. We

find that 80 µA of current flowing through the planar loop will generate 0.1 mT of magnetic

field at the spin location.

The skin depth effect can reduce the effective conductivity of transmission lines, therefore

increasing signal loss in transmission. The skin depth δ can be calculated as δ =
√

2ρ/ωµ

where ρ is the resistivity of the conductor, ω is the angular frequency of the current and µ is

the absolute permeability of the conductor. The fields in the conductor decay by an amount
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proportional to 1/eδ [54]. Therefore having a conductor of thickness> 4δ ensures more than 98%

of the electric field has decayed, with no significant reduction in the effective conductivity of the

line. Between 20 and 60 GHz, the skin depth of an aluminium line at cryogenic temperatures —

and B0 above the critical field — (ρ = 7 nW/m) is 172 nm to 300 nm. The on-chip transmission

lines modeled have conductor widths that comfortably exceed the skin depth limits, however

the 100 nm thickness of the Al clad could potentially affect the transmission. Results from

simulations of a similar model with a 1 µm thick on-chip transmission line, show there is no

appreciable difference in transmission parameters or field amplitudes.

3.4.2 Performance comparison between CPS/CPW topologies

The four planar transmission line models presented in Subsection 3.2.1 were simulated and

the results are compared in Figure 3.6. The S11 parameter, which represents the reflected

power, is a useful measure of the broadband performance of the lines. An ideal short-circuited

transmission line should be fully reflective, yielding S11 = 0 dB at all frequencies. S11 < 0 dB

indicates radiative losses, and we indeed observed that the behaviour of S11 correlates with the

electric field radiated by the line towards the SRD.

The simulations show that the fully-CPW structure shown in Figure 3.2c is the closest to

having the ideal behaviour S11 ≈ 0 dB from 0 to 60 GHz and, accordingly, the smallest electric

field radiated at the SRD. This is not surprising, since this design is matched in impedance

and propagation throughout. However, as mentioned before, this comes at the price of roughly

halving the strength of B1 available at the spin qubit location.

The on-chip balun design of Figure 3.2d generates the highest B1 fields through most of the

spectrum. It radiates adequately low electric fields, comparable to the CPW at low frequencies,

but shows a resonance at around 60 GHz, where the electric field increases accordingly. This

phenomenon, known as “stub resonance”, is caused by the discontinuity between the PCB and

the Si chip, which makes the on-chip section of the transmission line behave like a short-circuited

resonator [54]. A short-circuited line acts as a parallel R-L-C circuit when its length equals a

quarter wavelength (λ/4). In this type of resonator, a λ/4 standing wave is formed by having

a minimum of the current at the input and a maximum at the loop. The on-chip line modeled

here has a length of 550 µm, thus the resonance should be observed at λ = 2.2 mm. Frequency

and wavelength in microwaves relate to each other through the propagation velocity, given by

v = c′/
√
εeff , where εeff is the effective dielectric constant of the medium through which the

wave is traveling. Due to the fact that waves in planar lines travel at the interface of two different

media (in this case vacuum, εr = 1, and silicon, εr = 11.9), obtaining εeff for our on-chip balun

is non-trivial. Assuming an ideal planar line, half of its field travels in the substrate (filling

factor of 50%), and its effective dielectric constant is the average between the two media. With

this assumption we can estimate εeff ≈ 6.45, and a stub resonance at f = v/λ = 53.7 GHz.

The stub resonance observed in the simulations is shifted to a higher frequency due to the low

inductance of the bond wires interfacing the PCB and chip. In Subsection 3.4.3, these effects
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Figure 3.6: Simulation results comparing antenna designs. Frequency response of four planar loop
designs: On-chip CPS with no transitions (red); On-chip CPS with PCB balun (yellow); On-chip CPW
(black); On-chip balun (blue). a S11 parameter. b Magnitude of the perpendicular component of the
magnetic field at the donor site. c Absolute electric field at the charge detector, in this case the SET island.
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are analyzed in further detail.

The design with propagation and mode mismatch (Figure 3.2a) shows the poorest perfor-

mance at high frequencies, radiating more than two times the amount of electric field compared

to other designs.

3.4.3 Further optimization

As explained in the previous section, the discontinuity between the PCB and the chip causes a

stub resonance at high frequency. Bond wires have an effective inductance that increases with

length and decreases with thickness [105]. In Figure 3.7 we show that with very long bond

wires the resonance is very pronounced at the frequency calculated in Subsection 3.4.2. Shorter

bond wires push the resonance to higher frequencies. This behaviour suggests that the bond

wires can be modeled as an inductance in parallel with the R-L-C equivalent circuit of the

on-chip resonating stub. Therefore, minimizing the effective inductance from the bond wires

helps remove the resonant effect.

0 

-4 

S 1
1 

(d
B

) -8 

-12 

-16 

-20 
40 20 0 60 

Frequency (GHz) 

Figure 3.7: Comparison of S11 parameters for different bond wire lengths and types. 200 µm bond
wire (blue); 500 µm bond wire (yellow); 150 µm bond wire (black); 200 µm ribbon bond 70 µm wide by
10 µm thick (red)

Using very short bond wires can completely remove the resonant effect, but bond lengths of

less than 200 µm can be challenging to realize. A more viable solution is to use ribbon bonds,

which have a much smaller effective inductance than standard bond wires. If ribbon bonds are

not available, a good practice is to bond as many wires as possible in the space available on the

bond pads.
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Figure 3.8: Qubit placement inside or outside the loop. The standard model with the qubit located
outside the loop (blue); model with the transmission line elevated with calixarene, with the qubit located
inside the loop (yellow); standard model with a thin film of calixarene surrounding the transmission line and
gates (red).

We have seen in Figure 3.5b that the electric field is mainly radiated towards the outside of

the loop. Therefore, placing the spin readout device on the inside of the loop should decrease

the electric field observed by the qubit, while maintaining high oscillating magnetic fields. In

the experiment performed by Koppens et al. [24], the SRD was indeed positioned on the inside

of the loop, by separating the transmission line and the device with a thin film of dielectric. We

can adjust our model to show results for this setup. We model a 100 nm coating of a material

with εeff = 7.1 (i.e. calixarene [106]) on top of the Si substrate and lay the planar loop on

top, with the magnetic probe 50 nm inside the loop. We show in Figure 3.8 the simulated B1

and electric field amplitudes of the shorted on-chip balun with and without the dielectric. The

results suggest that using the dielectric layer to place the device inside the loop does improve

the magnetic to electric field ratio at frequencies below 20 GHz and above 40 GHz. We also

find that by adding the dielectric alone, without modifying the position of the loop, a shielding

effect causes a reduction of the electric field at the SRD, without affecting the amplitude of the

magnetic field.
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Figure 3.9: Improved performance for new device architecture. Performance comparison between the
standard model (blue) and a model with an improved gate layout with the DG placed on the opposite side
of the SRD (yellow). This architecture was used in the devices presented in Chapter 4.
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Figure 3.10: Importance of ground bridges at discontinuities. Electric and magnetic fields obtained
from the model with (blue) and without (yellow) the bond wires bridging the ground plates of the on-chip
CPW.
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3.5. Operating the first single spin qubits in Si

For the devices in Chapter 4, we have updated the device architecture in order to improve

the B1 to E ratio. We have modified the gate layout such that the DG is placed on the same

side of the SRD as the antenna (see inset in Figure 3.9), which both increases the distance from

the loop to the SRD to 230 nm (i.e. lower E) and decreases the distance to the donor spin to

150 nm (i.e. higher B1). The results shown in Figure 3.9 show that we can expect a factor ∼ 3

improvement in B1 to E ratio with this new gate layout.

We explained at the end of Subsection 3.2.1 the importance of bridging the ground plates

of a CPW at discontinuities, in order to suppress the excitation of even modes of propagation.

The simulation results in Figure 3.10 show how removing the bond wires that bridge the ground

planes leads to a some deterioration of the frequency response.

3.5 Operating the first single spin qubits in Si

With all the useful insight into the non-trivialities of implementing a single-spin control antenna,

we proceeded to fabricate a qubit device and setup a qubit operation experiment as described

in detail in Chapter 2. Figure 3.11a shows an image of our fabricated device with the spin

resonance antenna. The operation principles of all the elements of this device were discussed in

Subsection 1.2.6 and qubit operations mentioned in this section are all described in Section 2.5.

3.5.1 Electron qubit

The first hints of success came from the observation of the ESR spectral lines shown in Fig-

ure 3.11b. The two measurements in the figure were taken ∼ 10 minutes apart and show a shift

of the resonance peak corresponding to a quantum jump of the nuclear spin state (see Subsec-

tion 1.2.2). For the field B0 = 1.79 T, the peaks are close to the expected νe = gµBB0 = 50 GHz.

From the separation between peaks we extract the hyperfine A ≈ 114 MHz, close to the bulk

value of 117.52 MHz [76]. We attribute the slight difference in value to a Stark shift of the

hyperfine coupling, caused by the strong electric fields produced at the donor site by the gated

nanostructure surrounding it, as well as possible strain from the proximity of the donor to the

Si/SiO2 interface. As we will discuss in the next chapter, this hyperfine shift can vary signif-

icantly between devices. The linewidth ∆ν = 7.5 ± 0.5 MHz, is extracted by averaging many

measurements and fitting the data to Equation 2.8.

Having characterised the ESR spectrum, we proceed to demonstrate coherent control through

the Rabi oscillations shown in Figure 3.11c. We can observe a few clear oscillations with a range

∆P↑ ≈ 0.2. Confirmation that these are Rabi oscillations comes from the dependence of the

Rabi frequency with the applied microwave amplitude: fRabi = γeB1 with P
1/2
ESR ∝ B1. The

largest Rabi frequency attained was 3.3 MHz (B1 ≈ 0.12 mT), corresponding to a π rotation

in ∼ 150 ns.

We characterise the coherence of this qubit by operating it using the Hahn echo and XYXY

control sequences (see Section 2.5.1). We fit the shape of the Hahn echo peak in Figure 3.11d to

76

86



3.5. Operating the first single spin qubits in Si

200 mm 

a 

b 

Pulse Duration (ms) 

Sp
in

-u
p

 f
ra

ct
io

n
 

c 

Sp
in

-u
p

 f
ra

ct
io

n
 

0 0.5 1 1.5 

ESR frequency (GHz) 

Sp
in

-u
p

 f
ra

ct
io

n
 

𝜏1 − 𝜏2 (ms) 

d 

N
o

rm
al

is
ed

 e
ch

o
 

e 

Free precession time (ms) 

𝜈𝑒⇓ 𝜈𝑒⇑ 

Figure 3.11: Qubit device and electron spin qubit operation. a Scanning electron microscope image
of the on-chip device with an zoom inset showing the nanoscale features of the device. b Electron spin
resonance peaks showing a well defined separation for each nuclear state. c Rabi oscillations at two different
powers. The Rabi frequency clearly decreases with power. d Pulse sequence and data from a Hahn echo
shape measurement (τ1 = 10 µs). Red line is a fit to a Gaussian peak. e Extended coherence measurements.
Echo decays for Hahn echo (red circles) and XYXY (blue squares).
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a Gaussian (Equation 2.12) to extract T ∗2 = 55±5 ns. This measured free induction decay time

corresponds to an intrinsic linewidth ∆νESR = 1/(πT ∗2 ) = 6 ± 1 MHz, which agrees well with

our measured value. By fixing τ1 = τ2 = τ , increasing τ and monitoring the echo amplitude

we extract TH
2 = 206 ± 12 µs from the red plot in Figure 3.11e, which agrees very well with

the measured bulk value [107]. The exponent from the fit n = 2.1 ± 0.4 suggests the main

source of decoherence is 29Si induced spectral diffusion [108] which is not surprising given that

it is a NatSi sample. The blue plot in Figure 3.11e shows we have extended coherence times

to TXYXY
2 = 410 ± 20 µs (with b = 2.1 ± 4)). As well as delivering a factor of 2 improvement

in T2, the XYXY sequence demonstrates the ability to perform controlled rotations about

two orthogonal axes on the Bloch sphere (X and Y), permitting arbitrary one-qubit gates for

universal quantum computing [34].

In Subsection 2.5.2 we described the experiments and analysis that needs to be done in

order to extract the qubit fidelities. Due to the fact that our Rabi oscillations decay quickly,

we need to deconvolute the effects of initialisation and measurement errors from the effects of

control errors in order to extract the separate fidelities. To do this, we use a modified version

of Equation 2.4 to simulate our Rabi oscillations:

P↑(tp) = c1 + c2

5σν∑
d=−5σν

P (d)× PRabi(tp, d)

We fit to our data by leaving c1, c2 and fRabi as free parameters, and fixing σν = 3.2 MHz

from our measured linewidth. Initialisation and measurement error effects are then deconvo-

luted by solving:

c1 = P↑max

c2 = P↑max − P↑base

Finally we extract the electrical visibility through the histogram shown in Figure 3.12.

Having obtained all the needed fidelity parameters, we use the method described in Section 2.5.2

to obtain Fm = 77 ± 2% and Fi > 90%. By setting c1 = 0, c2 = 1 and using Equation 2.5

we extract Fc = 60 ± 3%. For this qubit the intrinsic control fidelity dominates and therefore

Fec = Fc.

3.5.2 Nuclear qubit

The measurement algorithm for single-shot readout of the nuclear spin state was explained

in detail in Subsection 2.5.1. In order to maximize the probability of flipping the electron

spin in each shot, we replace the electron π pulse with a fast adiabatic passage by applying

a frequency chirp centered about the ESR transition [76, 109]. Figure 3.13a shows repeated
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Figure 3.12: Measurement fidelity histograms for e and N qubits. a Electron qubit fidelity from
electrical effects. Histogram of peak current per shot with fits from which the error can be plotted as a
function of IT . b Nuclear qubit measurement fidelity. Histogram of the electron spin-up fraction difference
measured for each nuclear readout sequence. The two clear peaks correspond to each nuclear spin state.
The error is extracted from the overlap of the fits to the Gaussian peaks.

electron spin measurements (P↑) at each nuclear spin state frequency (νe⇑ and νe⇓) over several

minutes, averaging 250 electron spin measurements (total measurement time tm = 260 ms) at

each point. If the quantity ∆P↑ = P↑(νe⇑)−P↑(νe⇓) is positive, we assign the nuclear state |⇑〉,
and vice versa. A histogram of ∆P↑ (Figure 3.12b) shows two well-separated Gaussian peaks,

corresponding to the two possible nuclear orientations. The widths of the peaks result from a

combination of effects including: thermal broadening (caused by microwave-induced heating),

charge fluctuations (which alter the device biasing) and an imperfect adiabatic passage. From

this histogram we extract 1− Fvm ≈ 1× 10−7 (see Section 2.5.2).

We observe that the nuclear spin state remains unchanged for several minutes before ex-

hibiting a “quantum jump” to the opposite state [110]. From Figure 3.13a, it is evident that

the nuclear spin is predominantly polarized in the |⇑〉 state. We attribute this phenomenon to

an electron-nuclear spin flip-flop process, in which the energy difference E↑⇓ − E↓⇑ (i.e. be-

tween states |↑⇓〉 and |↓⇑〉) is released to the phonon bath. The spin-phonon coupling may

arise from the modulation of the hyperfine coupling caused by lattice deformation [111]. The

same mechanism was invoked to explain the ∼ 100 s decay time of spin polarization stored in

a P ensemble [112]. Since E↑⇓ − E↓⇑ � kBT in our experiment, this process acts only in the

direction |↑⇓〉 → |↓⇑〉 (i.e., only spontaneous emission of phonons occurs), and should not be

responsible for the observed nuclear spin jumps from |⇑〉 to |⇓〉. The mechanism for this latter

quantum jump is not yet understood, but it is clear from the data that it occurs over a much

longer timescale. Owing to this, the |⇓〉 lifetime T1⇓ = 65± 15 s will be the limiting factor for

our measurement fidelity. Using this value of T1 with the values quoted above for Fvm and tm,
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Figure 3.13: Operation of the nuclear spin qubit. a Nuclear readout showing quantum jumps and
nuclear spin polarization. b Neutral (red) and ionised (purple) nuclear Rabi oscillations. c Ramsey fringe
measurement revealing the free induction decay time T ∗2 . d Hahn echo decays revealing extended coherence
time T2.

Equation 2.3 yields Fm = 99.84± 0.04%, the highest for any solid-state qubit and comparable

to readout fidelities in trapped ion systems [113].

The weak magnetic moment of the nucleus increases its immunity to environmental noise,

therefore we expect control measurements to exhibit higher fidelities and longer coherence times

than the electron. Furthermore, the nucleus in the D0 state can be affected by noise felt by its

bound electron, through the hyperfine interaction; therefore the bare nucleus (in the D+ state),

should exhibit the most robust characteristics. Figure 3.13b shows Rabi oscillations for both of

the donor charge states. In contrast to the electron, we observe several oscillations without any

decay, which implies a much improved control fidelity. The Rabi oscillation contrast is nearly

perfect for D+, while we see a significant reduction for D0 due to imperfect electron initiali-

sation, most likely due to an additional thermal broadening and electric field noise induced by

the broadband antenna (discussed further in Subsection 3.6.3). The highest Rabi frequencies

obtained were fRabi ≈ 20 kHz. These plots are the result of 200 averaged measurements at each

tp (with 250 electron measurements per nuclear readout).

With our improved control fidelity we are able to perform the Ramsey fringe control sequence

described in Section 2.5.1. Figure 3.13c shows interference oscillations which decay with a time

constant T ∗2 = 840±100 µs for D0 and T ∗2 = 3.3±0.3 ms for D+. Figure 3.13d shows extended
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coherence measurements with a Hahn echo sequence which reveal T2(D0) = 3.5± 0.1 ms (with

b = 2.2±0.2) and T2(D+) = 60±1 ms (with b = 1.7±0.1). The exponents are again consistent

with spectral diffusion as the dominant source of noise. The relatively long free induction

decay times imply a linewidth much narrower than the excitation profiles, which means the

intrinsic control fidelity is very close to unity. Through the use of dynamical decoupling we can

extract the effective control fidelity, by comparing CP and CPMG echo decays, as explained

in Section 2.5.2. With this method we estimate Fec ≈ 99.9%. The limiting factor to obtain

a more precise measurement was the timescale over which these measurements were obtained

(∼ 70 hours), but we highlight the magnificent fidelities achieved for this nuclear spin qubit.

3.6 Benchmark of antenna simulations with experiments

Now that we have demonstrated that our spin resonance antenna can be successfully used

to control single atom spin qubits, we can use some of our measurement results to extract

values that we can directly compare with our simulation results. In the device we used for

experiments, we did not manage to make the short bond to bridge the ground lines of the

on-chip TL, therefore we will use the simulation results in Figure 3.10 (yellow) for experimental

benchmarking in this section.

3.6.1 Stub resonance of the on-chip CPW/CPS balun

As a first experimental benchmark of the reliability of our modeling and simulation techniques,

we made an S11 measurement using a 10 MHz to 50 GHz Agilent PNA microwave network

analyzer. Instead of bonding the planar line to a PCB, we have used a microwave probe

station, which terminates in a 3-terminal probe that can be placed directly on the chip at

various locations (see inset Figure 3.14). This allows us to study the stub resonance of the on-

chip balun structure, by varying the distance between the edge of the chip and the contact point

of the probe. To simulate this setup accurately, we removed the PCB structure from the model

shown in Figure 3.2d and connected short bond wires from the coaxial port to the on-chip line,

at each different microwave probe locations. Figure 3.14 shows a very good agreement between

the measured and simulated S11 values.

3.6.2 Oscillating magnetic field at the spin qubit

From the electron spin control measurements presented in Subsection 3.5.1, we can extract the

value of oscillating magnetic that is reaching our qubit. The frequency of the Rabi oscillations

is given by fRabi = (gµBB1)/h. From the fit to the power-dependence in Figure 3.15 we can

extrapolate fRabi = 1.2 MHz at 0 dBm power from the source, yielding an oscillating magnetic

field at the donor B1 = 43 µT. This experiment was performed at a spin resonance frequency

νESR = 30 GHz.
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In these experiments, the loss of the coaxial line connecting the source to the device was

∼ 30 dB at 30 GHz, as seen from the S21 measurement in Figure 2.3d. Rescaling the simulations

results in Figure 3.10 to a power of -30 dBm at the PCB, and accounting for the rotating wave

approximation (Section 3.2), our simulations predict 63 µT of B1 at the donor (Figure 3.6b).

We consider this to be a very good agreement between the simulations and the experiment,

and highlight the fact that the microwave simulation is quite successful in predicting surface

currents and magnetic fields, even in a structure that shrinks to sub-micron dimensions.

3.6.3 Electric field radiated to the spin readout device

The use of an electrostatically-induced SET [53] as the spin readout device allows us to estimate

the magnitude of the electric field produced by the planar loop at the location of the SET

island [82]. The width of these peaks in units of gate voltage ∆Vg is a function of temperature,

source-drain voltage bias and transparency of the potential barriers around the SET island.

Because the SET island has a floating potential, an oscillating electric field El produced by

the loop will contribute an additional Coulomb peak broadening ∆VgE . A simple parallel-plate

capacitor model between the gate and the SET island yields the relation El = ∆VgE/d, where

d is the distance between gate and SET island. In this case, d ≈ 8 nm represents the thickness

of the insulating SiO2 layer.

A scan of the SET current as a function of the gate voltage shows broadening of the Coulomb

peaks when a microwave excitation is applied to the loop (Figure 3.16). The peak broadening

∆VgE can be extracted from Figure 3.16 by writing ∆VgE =
√

∆V 2
gT −∆V 2

g0, where ∆VgT

(∆Vg0) is the width of the Coulomb peak with (without) the microwave excitation. This
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calculation yields El ≈ 380 kV/m from the data in Figure 3.16, taken at 30 GHz and 0 dBm

power at the source.

Rescaling the results in Figure 3.10 for a microwave source to device loss of ∼ 30 dB (see

Subsection 3.6.2), we obtain a prediction of El ≈ 20 kV/m. This large discrepancy suggests that

there could be additional mechanisms causing Coulomb peak broadening when the microwave

excitation is applied, and/or that the simulation does not capture all the factors that influence

the electric field patterns. For instance, additional thermal broadening of the Coulomb peaks

could arise from radiated heat due to the sizeable current flowing through the loop. Addi-

tional electric fields could arise from cavity modes excited in the metallic enclosure used in this

experimental setup.

3.7 Conclusions

We have presented an extensive study on the integration of microwave transmission lines in

nanostructures, for the purpose of optimizing the design of magnetic resonance experiments

aimed at single spins.

We have discussed a variety of topologies and explained the pros and cons of each one,

supported by microwave simulation techniques that are specifically suited to deal with dimen-

sions shrinking from millimetre to nanometre scale. We have then described a new structure

that combines a good control of microwave transmission modes with a maximized value of the

magnetic field available to drive coherent control of a spin qubit.

This structure has been employed to achieve coherent control of single-atom spin qubits

in silicon. We were able to clearly demonstrate full control of the electron qubit, but the

control fidelities and coherence times fall short of the requirement for large-scale quantum

computation [10]. The nuclear qubit showed more than adequate measurement and control

fidelities, as well as long coherence times, displaying its great potential for use as a quantum

memory [18] in quantum computing architectures. The experiments show that the simulation

describes accurately the magnetic field produced by the microwave loop, whereas the electric

field modeling remains in need of better understanding.

We expect the design guidelines presented in this paper to be useful in assisting and facil-

itating the intense efforts towards performing new demonstrations of coherent spin control in

nanostructures, where high values of oscillating magnetic fields at frequency � 10 GHz must

coexist with charge-sensitive devices.
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Chapter 4

Qubits in isotopically purified 28Si

In previous chapters we laid the foundation and demonstrated the suc-

cessful operation of spin qubits in Si. We now report new benchmarks

for coherence times and control fidelities of both electron and nuclear spin

qubits in our devices. For the latter we have set new standards for solid-

state qubits with T2 > 30 seconds and Fc > 99.99%. We combine our novel

experimental setup and device structure with a substrate made from iso-

topically engineered 28Si. Bulk ensembles of spins in 28Si exhibit exception-

ally long coherence, but it has been suspected that this would be disrupted

by the noise and disorder in a functional nanostructure. With a detailed

noise spectroscopy analysis we show that — contrary to widespread belief

— device-intrinsic phenomena, such as charge and spin noise from oxides

and interfaces, do not play the limiting role in our devices. Our results

open the gates for many exciting future experimental demonstrations such

as electron-nuclear entanglement and two-qubit coupling; and reestablish

silicon – the most important material in modern information technology –

as an ideal platform for the future of quantum information.

A condensed version of this chapter has been submitted for publication in Nature

Nanotechnology

The author acknowledges J.T. Muhonen and A. Laucht for assistance

in measurements and data analysis.
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4.1. Introduction

4.1 Introduction

In Section 1.2 we introduced the electron and nuclear spins of P donors in Si for use as qubits,

showing how their operational attributes as well as their compatibility with the well established

Si industry, make them a prime candidate for large scale quantum computing. In Section 3.5

we presented the operation of the first spin qubits from a single P donor in Si. This was a very

encouraging proof of principle result, however, the fidelities obtained for the electron spin qubit

was well below the requirement for fault-tolerant large-scale quantum computation [114, 115].

We described in Subsection 1.5.2 how a solid state environment typically causes strong interac-

tions between the qubit and several uncontrolled degrees of freedom, such as the nuclear spins

of surrounding atoms [57], or charge and spin fluctuators in defects, oxides and interfaces [58].

Nuclear spin fluctuations can be drastically reduced through the isotopic enrichment of 28Si.

4.1.1 From bulk to a gated nanostructure

Experiments on bulk ensembles of P donors in highly enriched 28Si crystals have demonstrated

extraordinary coherence times for both electron and nuclear spins (see Section 1.6). Bulk

experiments, however, are not necessarily a good proxy for the performance of individual qubits

in functional quantum information processors, where the spins are addressed through gated

nanostructures. Spin resonance experiments on donors in enriched 28Si have raised the suspicion

that the proximity to a Si/SiO2 interface deteriorates the spin coherence. Schenkel et al. [74],

compared bulk coherence experiments on samples with donors implanted at depths of 150 nm

and 50 nm below a Si/SiO2 interface, finding that their measured T2 decreased by a factor 5

for the shallower donors. Furthermore, they found that by replacing the Si/SiO2 interface with

hydrogen passivation, the coherence times increased by a factor 2.5. This led them to conclude

that the dominant decoherence mechanism for shallow donors near an interface was fluctuating

magnetic fields due to spin flips of paramagnetic defects and/or the loading and unloading of

charge traps at the interface and in the oxide (see Subsection 1.5.2). This work has caused a

widespread belief that the benefits of a low nuclear spin concentration in the host material will

be largely lost when the qubit is integrated in a nanoelectronic device, leading some colleagues

to search for alternative solutions such as Si spin qubit systems that are to first order immune

to electric or magnetic noise [116] (but not both simultaneously).

In spite of this, we were not deterred from moving forward with attempting to implement

and operate a single atom spin qubit in isotopically purified 28Si. Our main argument is that the

experiments performed by Schenkel et al. [74] were performed at relatively high temperatures

(5.2 K) and low magnetic fields (∼ 0.3 T) compared to our experiments. In our lower tempera-

ture (100 mK) and higher field (1.5 T) regime, any paramagnetic center is fully polarized, and

its spin fluctuations exponentially suppressed [58]. Furthermore, although charge fluctuations

can still occur, our devices exhibit an order magnitude lower charge trap density [117], signif-

icantly reducing the probability of having charge fluctuators near our donor spins. Finally, a
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Figure 4.1: Device schematic. Summary of all the main novel features in the devices used in this
chapter, including the 28Si epilayer substrate and SEM of gate layout with donor location.

few of our colleagues have spent a significant amount of time attempting to match theoretical

models to the results obtained by Schenkel et al. [74] without much success; therefore any fur-

ther experimental insight in this topic would be much appreciated by the community, even if it

is a result that shows significant deleterious effects on the qubits.

4.1.2 A new generation

With our motivation intact, we proceeded to implement the next generation of spin qubits.

As should be clear from previous chapters, the best experimental conditions for our qubit

system are low temperatures, low-noise/high-bandwidth measurements, high magnetic fields

(both B0 and B1) and a low-noise environment. From the experiments in Section 3.5 we

made a few modifications to optimise our qubit operation conditions. The main ingredient

for the next generation devices was the substrate, moving from natural silicon to isotopically

enriched 28Si with 800 ppm residual 29Si concentration (see Section 2.2). By implementing

the low temperature techniques described in Section 2.3, we were able to reduce the electron

temperature by a factor ∼ 2. Finally, by modifying the gate layout — such that the donor

is placed between the antenna and the SET, instead of on the far side of the SET — and

practising better high-frequency TL techniques from the insights acquired from Subsection 3.4.3,

we estimate an increase in the B1 to electric field ratio in from the spin resonance antenna in
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our system by a factor ∼ 3.

We have successfully operated both electron and nuclear spin qubits in these devices. In

the following sections, we will present all our efforts to perform in depth characterisation of the

qubits and their environment. We have measured two devices, A and B, which differ slightly

in their gate layout and ion-implantation parameters (see Section 2.2). All the measurements

were performed in high magnetic fields B0 = 1.62 T for Device A and B0 = 1.5 T for Device B.

All the details of the experimental techniques necessary to perform the measurements described

in this section have been introduced in Section 2.5.

4.2 The electron qubit

4.2.1 ESR spectrum

We initially identify a donor qubit by measuring the electron spin resonance spectrum (Subsec-

tion 1.5.2). Once we have found the correct resonance frequencies, we can attempt to measure

the inhomogeneous broadening, from which we can estimate T ∗2 , giving us initial insights into

the coherence in the system. To obtain the inhomogeneous broadening, the linewidth mea-

surement needs to be performed at low enough power, such that it is not dominated by power

broadening (see Subsection 1.5.2). Additionally, we need to make sure that the excitation pro-

file of our pulse (see Section 2.5.2) is not broader than the intrinsic linewidth. This can be

achieved by making the control pulse longer, but the pulse length is limited by our observed

magnet drift (Subsection 2.4.3) — the linewidth measurement time must be short enough, such

that the magnet drift is not comparable to the linewidth. Another well known way to reduce

the excitation profile width is to use pulse shaping. Figure 4.2 shows the ESR lines measured

at −50 dBm source power — the minimum power at which we could obtain accurate data —

with two different pulse shapes. The peak measured with the square pulse (left) is best fit with

a Lorentzian function (Equation 2.9) — which suggests that it is still power broadened [56] —

from which we extract ∆νs = 3.8 ± 0.2 kHz. By using a Gaussian shaped excitation (right)

we were able to measure a narrower ∆νG = 1.75 ± 0.06 kHz, with best fit from a Gaussian

function (Equation 2.8). These ESR line widths and shapes can be corroborated with the T ∗2

measurement — which will be shown in the following subsections. Nevertheless, these mea-

surements imply a ∼ 4000 fold narrower linewidth compared to the 7.5 MHz obtained in our

previous measurements (Subsection 3.5.1), which already promises great fidelities for our 28Si

nanoelectronic device.

The values of ∆ν we observed are substantially smaller than those measured in bulk ensem-

bles, even in ultra-pure 28Si sourced from the Avogadro Project [71] which contain < 50 ppm

residual 29Si. With 800 ppm residual 29Si in our epilayer, the expected number of 29Si nuclei

in the 2.5 nm Bohr radius of the electron wave function is less than 3. This brings us in a very

peculiar regime where the ‘spin bath’ is a small and discrete system, and comparisons with

ensemble-averaged experiments are not meaningful. In addition, a single-atom experiment is
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Figure 4.2: Direct measurement of electron spin resonance linewidths. The ESR measurements
were performed with -50 dBm of MW source power and 500 µs pulse width. Device A was measured
using square–shaped pulses, while Device B was measured using Gaussian–shaped pulses. Solid lines are a
Lorentzian fit (left) and a Gaussian fit (right), with parameters as quoted in the figures.

intrinsically immune from inhomogeneities in the g-factor and the hyperfine coupling.

Another important characteristic we can extract from the ESR spectrum is the hyperfine

coupling. The two measured devices had significantly different hyperfine constants (A ≈ 116.6

MHz for Device A and 96.9 MHz for Device B), probably resulting from a combination of

different donor depths, electric fields [60, 61] or strain [118]. We made no attempt to actively

tune A, but we note that the observed difference corresponds to > 10, 000 times the linewidth

of the spin resonance transition. Engineering and controlling A over the observed range would

therefore allow very precise individual addressing of individual qubits in a large register.

4.2.2 Coherent measurements

The coherent operation of the electron qubit is shown in Figure 4.3a. The Rabi oscillations

continue for over 500 µs before any signs of decay. This is a tremendous improvement over

the previous results in natSi, where the Rabi oscillations decayed in less than 1 µs. The Rabi

map in Figure 4.3b shows the power dependence of the frequency of the oscillations. We obtain

these exquisite Rabi fidelities at relatively low MW source power, therefore we do not have the

need to push them further (at the risk of damaging the device). However, if we extrapolate our

power dependance of the Rabi frequency to the maximum power used in the previous devices,

we obtain a factor ∼ 2.5 improvement in gate operation times, highlighting the effects of our

gate layout upgrade. The Ramsey experiment (Figure 4.3b) yields a pure electron dephasing

time T ∗2 = 250 ± 110 µs (with n = 1.8 ± 0.8) on Device A — a 5,000-fold improvement over

the natSi value of 55 ns, and comparable to the values obtained with nitrogen-vacancy (NV)

electron spins in isotopically purified 12C diamond [119, 120]. The corresponding ESR linewidth

is ∆ν = 1/(πT ∗2 ) = 1.3 ± 0.6 kHz, which validates our previous linewidth measurement. The

n ≈ 2 decay exponent of the Ramsey oscillations corresponds to a Gaussian lineshape in the

frequency domain. This exponent is consistent with a single spin in a dilute spin bath [121],
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however as we will analyse Subsection 4.4.2, we are doubtful that our coherence is currently

limited by the spin bath. With a Hahn echo sequence we measured electron coherence times

TH
2 ≈ 1 ms in both devices (Figure 4.3c), only a factor 5 longer than in natSi [83]. However,

using the CPMG dynamical decoupling technique we extended the electron spin coherence to

TCPMG
2 = 0.56 s in Device B (Figure 4.3d).

4.2.3 T1 measurements

As discussed in detail by Morello et al. [31] the spin-lattice relaxation for P donors in Si in the

low temperature limit follows T−1
1 = (gµB/kB)K5B

5
0 , where K depends on characteristics of

the host material such as crystal lattice deformation, g-factor anisotropy, valley excited state

energies and material density and sound velocities [122]. Additionally, they observed in their

experiments that the relaxation rates could become B0 independent at low fields (T−1
1 = K0),

which they attributed to spin flip-flops between the donor electron qubit and other nearby

donor electrons, through dipolar coupling. Our measured field dependence of the spin-lattice

relaxation rates is plotted in Figure 4.4. The results obtained by Morello et al. [31] are plotted on

the same graph for comparison. We observe a factor 4 decrease in the K5 term of the relaxation

rate fit. As both devices are very similar in terms of interfaces and donor concentration and

depth, the difference must be related to the isotopic purification of the host material. An in

depth characterisation of the materials is outside the scope of this thesis, however, our results

agree qualitatively with bulk measurements performed by Tyryshkin et al. [123], where the
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observed a factor ∼ 2.5 decrease in relaxation rate from natural Si to 28Si. We also observe

a field independent term K0 = 0.13 ± 0.07 s−1. This term — being a function of the relative

location of donors nearest to our qubit — is sample dependent due to the probabilistic nature

of our implantation process, therefore no comparison can be made with previous results. It is

however, the limiting factor of our maximum measured T1(1 T) = 8.0± 0.9 s.

4.2.4 Fidelities

The electron qubit measurement and initialisation fidelities Fm and Fi were extracted from the

Rabi oscillation shown in Figure 4.5a, using the method described in Section 2.5.2. Fm is limited

by the interplay of measurement bandwidth and electron tunnel times, and by the occurrence

of false spin-up counts due to thermal effects. With our reduced electron temperature we have

achieved a fidelities Fm,Fi ≈ 97%. While performing the lower field T1 measurements, we

observed no noticeable decrease in Rabi contrast at B0 = 1 T. This confirms our low electron

temperatures, but suggests that the limiting factor to our Rabi contrast is not thermal. We

plan to perform a systematic analysis of this issue in the near future.
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Figure 4.5: Electron fidelity measurements. a High contrast Rabi oscillation used to extract the
measurement fidelity. b CP decay used to extract the effective control fidelity.

In the natSi device presented in the previous chapter, the control fidelity was limited by

the intrinsic spectral diffusion caused by the surrounding 29Si nuclei. In our isotopically puri-

fied substrate the ESR linewidth is two orders of magnitude smaller than the excitation pulse

spectrum, which yields Fc > 99.9999%. Therefore, the observed control errors arise solely

from variation in pulse parameters due to technical limitations of the room-temperature elec-

tronic set-up. The latter can be estimated by comparing the coherence decay obtained from

CPMG and CP, as explained in detail in Section 2.5.2. With this method (CP data shown in

Figure 4.5b) we obtained Fec = 99.6± 0.3%.

In spite of the nanoelectronic device skepticism, we have achieved electron qubit fidelities

which are now approaching the limits needed for fault tolerant large scale quantum compu-

tation. Furthermore, we highlight that the limiting factor is not currently fundamental but
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instrumental, which means these fidelities can be easily be pushed further with equipment

upgrades.

4.3 Nuclear qubit

4.3.1 Measurement fidelity and lifetimes

As seen from the previous device results presented in Subsection 3.5.2, the nuclear qubit Fm

(see Section 2.5.2) is very close to unity and depends mainly on the T1⇓ lifetime. With our

much improved electron fidelity, we can perform high-fidelity readout of the nuclear qubit (see

inset Figure 4.6) with 50 single-shot readouts of the electron state, which is a factor 5 less than

in the natSi devices. In these particular devices, longer electron tunnel rates (sample dependent

from the probabilistic implantation) means our total readout time is still tm = 250 ms. From

Figure 4.6 we extract nuclear lifetimes T1⇓ = 2900±1100 s from which we extract a measurement

fidelity Fm = 99.991 ± 0.005%. The longer lived |⇑〉 exhibited quantum jumps at a rate

T1⇑ = 7900± 2900 s.
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Figure 4.6: Nuclear readout and lifetimes. Histogram of nuclear flip times from the |⇓〉 state. From
the exponential fit we extract the lifetime quoted in the main text. The inset shows sample nuclear readout
data taken over 16 hours, showing a few nuclear quantum jumps. With 50 electron reads per point, the
visibility is close to unity.

4.3.2 Coherent measurements and control fidelity

Coherent operation of the nuclear qubit in both the neutral (D0) and ionised (D+) states

is demonstrated through the Rabi oscillations, Ramsey fringes and Hahn echo measurements

shown in Figure 4.7. The Rabi oscillations are similarly impressive as in the previous measure-

ments in 29Si, we just highlight that the range of the oscillations for the D0 are improved to
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near perfect, as a consequence of our improved electron initialisation fidelity. The D0 qubit

shows a similar dephasing time to the electron qubit, T ∗2 (D0) ≈ 500 µs. The Hahn echo decay

was found to be very different between devices A and B, with values 1.5±0.5 ms and 19±2 ms,

respectively. As observed in our previous measurements as well as in bulk experiments [70],

the nuclear spin coherence improves dramatically by removing the electron from the P atom.

The D+ Ramsey decay times reached the value T ∗2 (D+) ≈ 0.6 s, which would correspond to

an NMR linewidth ∆ν ≈ 0.5 Hz (which we did not attempt to measure directly). The simple

Hahn echo sequence preserves the qubit coherence beyond 1 second, TH
2 (D+) = 1.8±0.2 s. The

highlight of these measurements was an extended coherence with CPMG dynamical decoupling

beyond 30 s, TCPMG
2 (D+) = 33 ± 3 s. This currently represents the record coherence for any

single qubit in solid state. By comparing a CPMG measurement with the CP measurement

shown in Figure 4.7e, we extract Fec(D
0) > 99.9% and Fec(D

+) > 99.99%.

4.3.3 Nuclear initialisation using real-time feedback

In Subsection 2.4.2 we described an instrument setup that allows us to acquire and analyse data

in real-time (i.e. the result of a single-shot electron or nuclear readout is available before the

start of the next measurement sequence). This feature allows us to perform feedback, adjusting

our next measurement based on the previous measurement result. To demonstrate this principle,

we used feedback to initialise the nucleus, in order to perform coherent measurements on the νN↑

transition of nuclear qubit. Our spin to charge conversion mechanism (see Subsection 1.2.3)

allows us to initialise the electron spin state exclusively |↓〉. In order to perform an NMR

measurement on the νN↑ transition, we need to flip the electron spin before the start of the

nuclear control sequence. If the nuclear state is unknown at the end of a sequence, we do not

know which ESR transition to use to flip the electron at the beginning of the next one, therefore

after every sequence we initialise the nucleus by analysing the single-shot readout acquisition

and applying a nuclear π pulse conditional on the result of the readout. A diagram of the

feedback procedure and pulse sequences in shown on Figure 4.8, along with a sample Hahn
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Figure 4.8: Nuclear initialisation with feedback. a Schematic of feedback process used to initialise
the nucleus at the start of each control sequence. A nuclear π pulse is applied only if the the result of the
readout of the previous sequence is |⇓〉. b Hahn echo measurement performed for on the neutral nucleus
using νN↑. Measurement performed on Device A.
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echo measurement performed on the νN↑ transition. We note that the nuclear spin can also be

initialised without the use of feedback, by applying the sequence πνe⇓ − πνN↑ [124].

4.3.4 High-precision spectrum characterisation

In Section 2.5.1 we explained that oscillations in a Ramsey fringe experiment arise from the

detuning between the frequency of B1 and the qubit resonance. Therefore, this measurement

can be used to calibrate the resonance frequency, with precision limited by 1/T ∗2 . In our long

lived system we can obtain precisions of ∼ ±15 kHz for νESR and ∼ ±1 kHz for νNMR. In this

section we will use these calibration capabilities to extract some important parameters of our

system’s spectrum.

The exact ESR and NMR frequencies, obtained without adopting the high-field approxima-

tion, are:

νe⇑ =
B0γ− +

√
(B0γ+)2 +A2 +A/2

2

νe⇓ =
B0γ− +

√
(B0γ+)2 +A2 −A/2

2

νN↑ =
B0γ− −

√
(B0γ+)2 +A2 +A/2

2

νN↓ =
−B0γ− +

√
(B0γ+)2 +A2 +A/2

2

The simplest parameter to extract is the hyperfine A = νN↑ + νN↓. It can be extracted

by subtracting the ESR frequencies as well, but the NMR Ramsey measurement gives higher

precision.

By solving the following system of equations we can extract γe and γN :

νe⇑ + νe⇓ = B0(γe − γN ) +
√

(B0(γe + γN ))2 +A2

νN↑ − νN↓ = −B0(γe − γN ) +
√

(B0(γe + γN ))2 +A2

Unfortunately, we do not have an external means to accurately calibrate B0, making its

precise value unknown. However, measurements of γN have been performed previously in bulk

P-Si systems [19, 77]. Moreover, due to the insensibility of the P nucleus to its environment,

we can assume that the value of γN is an intrinsic property of the P:Si system, although it may

depend on the charge state of the donor. This allows us to make a precise calculation of the

electron g-factor g = γe/µB and B0.

Another important parameter we can extract is the nuclear chemical shift δN , defined as

the proportion in change of γN between D0 and D+ (δN = (γ+
N − γN )/γN ). We can do this

by performing the Ramsey fringe measurement on the bare nucleus to obtain the single-spin

transition frequency ν+
N = γ+

NB0, and extract γ+
N using B0 obtained from above.

We performed a set of measurements to obtain all the relevant transition frequencies, being
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4.4. In search of the sources of decoherence

careful to complete the whole set of measurements in a timescale short enough such that our

magnet decay (see Subsection 2.4.3) did not affect the results. We only performed these mea-

surements on Device A. Using the known value of γN = 17.2323(9) MHz/T [19], we compiled

the following table, including comparisons to previous measurements:

Parameter Extracted Value Previous Measurements

A 116.6246(14) MHz

Bulk (1959): 117.52 MHz [76]

Bulk (2011): 117.5239359(10) MHz [19]

Single-spin: 114.30(1) MHz [83]

Device B: ∼ 96.9 MHz

g-factor 1.9985946(2)
Bulk: 1.99875(10) [76]

Single-spin: 1.9987(6) [83]

γ+
N 17.2327(15) MHz/T Bulk: 17.228(2) [77]

δN 20(100) ppm Bulk: 710(10) [77]

4.4 In search of the sources of decoherence

We have been successful in demonstrating an immense improvement in coherence times, however

we are still well short of the values measured in bulk experiments [70–72], which means that there

is some residual source of decoherence in our devices that does not appear in bulk experiments.

We now present some experiments designed with the aim of narrowing down the possible sources

of decoherence in our system.

4.4.1 B1 source on-off ratio

From discussion with colleagues in the trapped-ions community, it was suggested that in systems

with such high ratio of coherence to gate time as ours, one of the limiting factors for coherence

times could be driven spin rotations during the free-precession period of a refocusing sequence,

due to the on-off ratio of the source of oscillating magnetic field. The pulse modulation (PM)

input of the signal generator acts as a switch that turns the output on or off when the PM

signal is above or below a threshold respectively. In practice, it does not completely shut off

the output, but it applies a very large attenuation. This attenuated signal could still be large

enough to cause significant spin rotations over long time periods.

Our signal generators specify a minimum PM on-off ratio of 80 dB. When we perform

electron coherence time measurements, we operate at source powers (Ps) that produce a Rabi

frequency fRabi ≈ 500 kHz. The Rabi frequency follows the relation fRabi ∝
√
Ps, therefore

with 80 dB less power the spin will rotate at fRabi(−80 dB) ≈ 50 Hz. This is equivalent to a

π/2 length of ∼ 5 ms, which is very comparable to our electron TH
2 ≈ 1 ms.

To test this issue experimentally, we applied the sequence πx − τw, measuring the electron

spin after the wait time τw, which we increased after every measurement. As seen from Fig-

ure 4.9, we observe no appreciable change in the measured P↑ up to τw = 500 ms, which suggests
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4.4. In search of the sources of decoherence

that the practical on-off ratio from our generator is much lower than the 80 dB minimum in

the specifications.

We performed a similar experiment on the nuclear qubit, by just waiting in the PM off state

and measuring Pf , and again found Pf ≈ 0 up to τw = 30 s.
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Figure 4.9: Effects of the signal generator on-off ratio. Measurement of the electron spin state
after preparing it |↑〉 and observing its evolution. The MW signal generator is kept on, but the output is
suppressed by keeping the PM input low.

4.4.2 Noise spectroscopy using DD

We can obtain invaluable insight into the investigation of the microscopic origin of spin deco-

herence in our nanoelectronic device, through an analysis of the spectral properties of the noise

power S(ω) that modulates the transition energies in our qubits.

Theory and method

Dynamical decoupling is a well known method in the spin resonance community to cancel out

low frequency noise. By applying π-pulses with regular intervals (τ) one effectively averages

out noise at frequencies much lower than 1/2τ . For random noise with a mean of zero, noise at

much higher frequencies also averages to zero. As a result, it can be very useful to think about

dynamical decoupling (DD) pulsing schemes as band-pass spectral filters for the noise [125–

128], with passband frequency centred at ωp = π/τ . Therefore, by choosing different τ we shift

the center frequency of the filter, i.e. which portion of the noise spectrum couples the qubit.

The benefits of dynamical decoupling are easily understood by considering a colored noise, e.g

S(ω) ∝ 1/ω. Adding more π-pulses, thus reducing τ , shifts ωp to higher frequency where the

noise is weaker. For the same reason, dynamical decoupling is ineffective in the presence of

frequency-independent (white) noise.

To understand how DD acts as a bandpass filter, start by considering pure dephasing noise
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Figure 4.10: The filter function. Noise filter function of the CPMG sequence, plotted with fixed interval
between the pulses (left) and with fixed total evolution time (right). The left plot is normalized with (Nτ)2,
as the height of the peak grows with the square of the total evolution time. (The width of the peak scales
roughly as (Nτ)−1.) In the right plot no normalization is needed as the area under the curve stays constant.

with a Hamiltonian:

H =
~
2

(Ω + β(t))σz

Where Ω is the Larmor frequency (~Ω is the energy splitting of the qubit states) and β(t) is

time-dependent noise (in angular frequency units). It can be shown [128–130] that the echo

decay is of the form:

P (Nτ) ∝ exp

(
−
∫ ∞

0

S(ω)|F (ω,Nτ)|2dω
)

(4.1)

With:

S(ω) =

∫ ∞
−∞

exp(−iωt)〈β(t)β(0)〉dt

The total evolution time is Nτ where N is the number of pulses (the pulses are assumed to be

instantaneous). We define S(ω) as the noise power in the energy splitting of the qubit states (in

angular frequency units), as opposed to making assumption on its physical nature (magnetic,

electric, etc.) and adding a coupling constant in Equation 4.1. |F (ω,Nτ)|2 is a pulse sequence

dependent function known as the filter function, since it determines which parts of the noise

spectra contribute to the decoherence process. It has an analytical expression for the case of

π-pulses applied at regular intervals [126]:

|F (ω,Nτ)|2 =
8

π

1

ω2

sin4(ωτ/4) sin2(ωNτ/2)

cos2(ωτ/2)
.

This function has the shape of a bandpass filter whose passband characteristics are depen-

dent on N and τ . We illustrate this in Figure 4.10, by plotting the function with a constant

interval between the pulses (left) and with a constant total evolution time (right). The left
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figures shows how in the high N limit, the filter function becomes a series of narrow peaks,

thus is can be used to sample the noise amplitude at a set of single particular frequencies. The

right figure shows how — if τ is varied — the frequency of the passband shifts, which allows us

to sample difference frequencies in the spectrum. Notably, if one keeps the total free evolution

time of the qubit constant, the integral over the filter function (“the bandwidth”) is the same

for all regular interval π-pulsing schemes. Hence, if the dephasing noise has a fully flat (white)

spectral density, the refocusing pulses will make no difference to the decoherence time, whereas

for strongly frequency dependent noise DD can be very effective. It is interesting to point out

that these noise spectrum expressions imply that the exponent n of the measured echo decay

will also depend on the shape of the dephasing noise within the passband of the filter, giving

exponential decay (n = 1) for white noise, gaussian decay (n = 2) for 1/ω noise and so on, i.e.,

S(ω) ∝ ω−(n−1). In a Hahn echo measurement, different passbands of the filter are probed as

τ is increased, therefore the decay may be composed of different exponential slopes,

It was recently pointed out [129, 130] that in the limit where N is large, the echo decay has

a simple analytic form:

P (Nτ) ∝ exp

(
−Nτ 4

π2

∞∑
k=0

1

(2k + 1)2
S(ωk)

)
(4.2)

Where ωk = (2k + 1)π/τ . Hence, as proposed by Alvarez and Suter [130] measuring the decay

time T S
2 at multiples of some minimum frequency ω0 allows one to map out the noise spectral

density including the higher harmonics of the filter function. Note that taking only the first

term (k = 0) of Equation 4.2 leads to the simple delta filter form:

P (Nτ) ∝ exp

(
−Nτ 4

π2
S(π/τ)

)
(4.3)

In the case of frequency independent noise (S constant) Equation 4.2 reduces to (use∑∞
k=0 1/(2k + 1)2 = π2/8):

P (Nτ) ∝ exp

(
−NτS

2

)
(4.4)

The experimental method for extracting the normalised noise spectral density is as follows:

1. Choose a range of spectrum to measure ω0 to ωmax, with ωmax = (2kmax + 1)ω0. The

lower bound must satisfy ω0 > π/TH
2 , in order to meet the high N limit condition.

2. For all values of ωk in the range, perform an equal pulse interval dynamical decoupling

sequence (e.g. CPMG) in the fixed τ variable N mode (see Section 2.5.1), with τ =

π/(2k + 1)ω0. Extract the echo decay time T S
2(k).

3. Starting from k = kmax and stepping back to k = k0, compute all the power spectral

density terms using:
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S(ωmax) =
π2

4T2(max)

For k 6= kmax:

S(ωk) =
π2

4T2(k)
−
kmax−k∑
i=1

1

(2k + 1)2
S(ωi+k)

Results

In Figure 4.11 we show S(ω) extracted using the method described above, performed on

the electron qubit. At frequencies ω/2π > 3 kHz the noise spectrum appears flat, S(ω) ≈
10 (rad/s)2/Hz in Device A, corresponding to T S

2 ≈ 0.2 s (from Equation 4.4). Assuming

that the noise is of magnetic origin, this corresponds to a longitudinal magnetic field noise

bn = ~
√
S(ω)/(gµB) = 18 pT/

√
Hz. It is interesting to notice that substituting the simple

band-pass formula here (Equation 4.3), we would recover the equation for sensitivity obtained

by viewing the electron qubit as an a.c. magnetic field sensor ηa.c. = π~/(2gµB
√
T2) [131].
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Figure 4.11: Measured noise spectra in our devices. Noise power spectral densities for Device A
(dots), and Device B (squares). Solid lines are fits of the form C2/ω

2.5 + C0, with the following parameters:
C2 = 6× 1011, C0 = 10 for Device A; C2 = 9× 1011, C0 = 6 for Device B. The dashed lines show the two
terms separately for Device B. Inset shows electron coherence times TDD

2e from CPMG pulse sequences as a
function of the number N of refocusing pulses. Lines are theoretical predictions assuming the noise spectral
density from the fits in b. The excellent agreement between the calculated lines and the data at low N
proves that the S(ω) ∝ ω−2.5 dependence continues well below the 1 kHz measured in b. With S(ω) ∝ ω−α,
the coherence time should be proportional to Nα/(α+1) [132], yielding N0.71 for α = 2.5, which is shown in
the figure as a guide to the eye.
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4.4. In search of the sources of decoherence

Working from the premise that this white noise may come from broadband radiation of the

spin resonance antenna, we performed extensive modeling of the magnetic and electric fields

radiated by the antenna, using the techniques described in detail in Section 3.2. The MW

antenna is designed to minimise electric fields at the qubit location (see Section 1.2.6). In

practice, imperfections in the propagation along the antenna result in nonzero electric fields

at its termination (see Section 3.4). The electric field couples to the qubit energy levels by

Stark-shifting the hyperfine constant A [59–61] and/or the g-factor of the electron spin [62].

Additionally, the antenna should ideally produce purely transverse oscillating magnetic field

B1 ⊥ z, as any longitudinal (i.e. ‖ B0) component of the magnetic field will directly modu-

late the qubit Larmor frequency and cause decoherence. However, as shown in Figure 4.12a

our device geometry does allow for some nonzero longitudinal field component. Figure 4.12b

presents simulation results for our device model, showing the absolute electric field and the

longitudinal component of magnetic field, for the frequency range at which we performed the

noise spectroscopy.

The measurement results on Device A show a noise floor of S(ω) ≈ 10 rad2/s, which

converted to amplitude spectral density and to magnetic field gives bn = ~
√
S(ω)/(gµB) =

18 pT/
√

Hz for g = 2. The finite-elements modeling shows that, at ∼ kHz frequencies, 1 mW

of power result in a longitudinal magnetic field component Bz ≈ 1 mT. Since the magnetic field

is proportional to the square root of the power, we deduce that the equivalent noise power Pn

at the MW antenna input which produces bn = 18 pT/
√

Hz is:

Pn =

(
bn

1 mT

)2

× 1 mW = 3.2× 10−19W = −155 dBm (4.5)

During the measurement of Device A we had a total of 6 dB attenuation along the signal line

(the losses of the coaxial cable are negligible at kHz frequencies), thus -155 dBm at the chip

corresponds to P sn = −149 dBm noise power at the source. The power radiated down by the

attenuators themselves would give maximum 2% correction to this value as they are thermalised

to the pot (1.5 K) and mixing chamber (0.02 K). If we assume that the noise power is Johnson-

Nyquist noise produced by a resistor R at T = 300 K, P sn = 4kBTR per unit of frequency, we

find:

R =
10−14.9 × 10−3

4kBT
= 76 Ω.

This value is remarkably close to the 50 Ω impedance presented by the output of the microwave

source, especially considering that the exact conversion between Pn and bn involves the large

uncertainty of the donor location.

Having identified the source of broadband noise that limits the ultimate qubit coherence,

we added a further 7 dB attenuation at the 1.5 K stage of our dilution refrigerator before

measuring Device B. This has the effect of reducing the amount of room-temperature thermal

radiation that reaches the qubit. As expected, Device B exhibits a reduced white-noise floor,
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Solid line is the same as plotted in Figure 4.11. d Power spectral density of current traces taken while the
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S(ω) ≈ 6 (rad/s)2/Hz and bn = 14 pT/
√

Hz (see Figure 4.11). However, the white-noise

floor reduction does not correspond with the numerical amount expected on the basis of the

additional attenuation. This could be due to a different donor location in Device B, such that

the Bz component is larger than for Device A.

Both devices exhibit a colored noise spectrum below 3 kHz, approximately S(ω) ∝ ω−2.5

(see inset Figure 4.11). We attribute this low-frequency noise to instability of the external

magnetic field B0, based on several arguments. In Subsection 4.1.1, we presented arguments

that rule out the possibility of spin-fluctuations from nearby paramagnetic traps. However, we

left open the possibility of electric field induced decoherence from charge fluctuations in nearby

traps. We will now describe three experimental observations which give evidence to eliminate

the possibility of decoherence from charge fluctuations.

First, we verified that the qubit is sensitive to electric field noise, by repeating the noise

spectroscopy experiment in the presence of an oscillating voltage at 5 kHz, applied to an elec-

trostatic gate above the qubit location. As seen in Figure 4.12c, a clear peak in S(ω) appeared

at the expected 5 kHz frequency, confirming the effectiveness of the method. However, the am-

plitude of the signal we had to apply in order to distinguish it from the background was of the

order of 100 µV, which corresponds to an equivalent electric field on the order of ∼ 2 MV/m,

which is orders of magnitude larger than the charge noise we would expect in our device.

Second, in an effort to study the frequency dependence of the intrinsic charge noise in our

device we measured few long traces of the output of our current amp with the SET in two

different charge states: tuned to a slope of a Coulomb peak where the current through the SET

is maximally sensitive to any charge variations in its surroundings; and in a non-conductive

region (Coulomb blockade) where no signal can originate from the device, and therefore the

measured noise comes only from the amplifier chain. Comparing the spectra of these two traces

we can extract the low frequency charge noise of our device (at higher frequencies the noise floor

of the amplifier is the limiting factor). As shown in Figure 4.12d, the low-frequency charge noise

follows a 1/ωα dependence with α ≈ 0.5. This is in stark contrast with the measured spectrum

of the noise acting on the qubit with α = 2.5, adding further evidence that our observed noise

< 3 kHz is not due to charge noise.

Third, Figure 4.11 shows devices A and B exhibit nearly identical low-frequency noise mag-

nitude. The typical trap density in our devices ∼ 1010 eV/cm2 [117] implies an average of one

trap every ∼ 100 nm. It is therefore extremely unlikely that donors in two different devices

should couple to exactly the same fluctuating charge environment. Conversely, noise from the

external magnet would obviously appear with the same strength in both devices, measured

with the same setup. In any case, the main message we learned from the noise spectroscopy

measurements is that the ultimate limit to the qubit coherence, as obtained with dynamical

decoupling, is currently set by thermal noise from the microwave antenna, and not by any noise

processes intrinsic to the nanoelectronic device.
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4.5 An unlikely accident

While measuring Device A, we attempted to connect a new instrument to our setup. As we

connected the instrument to the power supply, there was a static discharge that gave our device a

“shock”. After this discharge the SET still functioned as normal and we could still perform ESR,

however we could no longer perform NMR and we noticed that, in order to get equivalent ESR

frequencies, we now had to increase the MW source power by ∼ 20 dB. From these observations

we suspected that the short circuit termination of the spin resonance antenna might have been

damaged by the shock, causing the termination to become open circuit. Under these conditions,

the node and anti-node of electric and magnetic fields would interchange, causing the magnetic

field to tend to zero at low frequencies (i.e. NMR). At high frequencies however, the capacitive

coupling between the tightly spaced coplanar lines could allow the signal to get through and

generate a larger magnetic field. We proceeded to compare our device EM simulation (see

Chapter 3) with a model in which we removed the short-circuit termination, and the results

— shown on Figure 4.13a — confirm our expectations, showing ∼ 70 dB decrease in B1 at

NMR frequencies (∼ 50 MHz), while at ESR frequencies (∼ 45 GHz) a less significant decrease

∼ 30 dB is not too distant from our observations from the Rabi measurements. The SEM image

shown on Figure 4.13c, taken after we extracted Device A from the dilution refrigerator gives

visual confirmation of this unlikely accident.

The opening of the antenna termination has the added effect of increasing the low frequency

electric field radiated by the antenna. This effect was observed experimentally through an

increase in the white noise level sensed by the qubit, as can be seen from the spectroscopy

measurement in Figure 4.13d. In the previous section, we observed through the 5 kHz tone

measurement (Figure 4.12c) that an electric field ∼ 2 MV/m would produce a noise power

S ≈ 40 (rad/s)2/Hz. The S ≈ 300 (rad/s)2/Hz white noise floor measured in Figure 4.13d

would then correspond to an electric field noise of En ≈ 4 MV/m. Figure 4.13b shows that for

a 0 dBm input, simulations predict ∼ 10 MV/m of electric field. From our previous calculations

(Equation 4.5) we estimate that the noise power coming from the source is equivalent to -

149 dBm, which we can use to scale our simulations to obtain an equivalent electric field noise

En = 4 × 106 × 10−149/20 = 0.1 V/m. As in Subsection 3.6.3, there is a large discrepancy

between measurement and simulation of electric fields, which reinforces our suggestion that

there are mechanisms that generate electric fields in our system, which are not being captured

by our EM simulations.

4.6 Towards electron-nuclear entanglement

The quantum computing architecture that we have been following [13] envisions the use of the

electron qubit for fast gate operations, while the nucleus is used for longer term storage of

quantum information (see Section 1.2). The process of coherently transferring the spin between

electron and nucleus requires entangling operations between them. In this section we will
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provide a method to characterise the electron-nuclear entanglement in our system.

4.6.1 Basic theory

A two-qubit state (this can be generalised for N -qubit states) can be coherently prepared in a

superposition state in which the outcome of the measurement of one qubit cannot be predicted,

but the state of the second qubit collapses to a known state after measurement of the first

qubit. The existence of these entangled states are a unique feature of quantum mechanics that

has no classical analogue.

The degree of correlation between the measurement of the qubits determines the degree of

entanglement, and for a two-qubit system there are four maximally entangled states known as

the Bell states:

|Φ+〉 =
1√
2

(|↓↓〉+ |↑↑〉)

|Φ−〉 =
1√
2

(|↓↓〉 − |↑↑〉)

|Ψ+〉 =
1√
2

(|↓↑〉+ |↑↓〉)

|Ψ−〉 =
1√
2

(|↓↑〉 − |↑↓〉)

Entangled states on spin pairs that have distinguishable conditional transitions (e.g. the

electron-nuclear spin system from a P donor), can be easily prepared by applying a short pulse

sequence. For example, with our spin system initialised in the |↓⇑〉 state, applying the sequence

π/2νe⇑ − πνN↓ will prepare |Φ+〉.
There are two general measurements to demonstrate that a system is in an entangled state.

The first — known as the violation of Bell’s inequalities [133] — is based on correlation mea-

surements, applied in a specific way to ensure that there is no possibility of the existence of

local hidden variables that could alter the outcome of the correlation measurements. This type

of entanglement demonstration is beyond the scope of this thesis, as a method has not yet been

established to perform these measurements on our system.

The second measurement to demonstrate entanglement is density matrix tomography. A

simple quantum measurement on a qubit cannot distinguish between a mixed state or a coherent

superposition state — e.g. the same measurement outcome will result from a spin that has been

in |↑〉 for T1 ln(2) or from a spin that is coherent anywhere along the xy plane. The density

matrix (ρ) gives a full description of state, containing the probabilities of the state being in any

of the possible permutations of the eigenstates of the system.

4.6.2 Density matrix tomography in the P-Si system

For a single qubit, the density matrix can be expressed as a function of the projection of the

qubit state on each of the axes of the Bloch sphere: ρ = I2 + 1/2
∑
i=x,y,z Piσi, where I2 is the
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2×2 identity matrix, P is probability and σx,y,z are the well known Pauli matrices — which are

operators that project the spin onto each of the axes. We can measure Px,y,z by rotating the

qubit, such that the sought projection gets mapped onto the measurement axis z — therefore

we can obtain Py by applying π/2x and Px by applying π/2y before measurement [134].

For two-qubit density matrix tomography, a similar method to the single qubit case can

be applied, requiring the ability to measure the two-spin state. This method has been used to

demonstrate entanglement in trapped ion systems [135] and superconducting qubits [136] where

both qubits can be measured simultaneously, and in NV-centre systems [137] where the two

nuclear spin system is measured through an ancilla electron spin. However in our system, the

nuclear spin must be read through the electron, therefore there are no mechanisms available to

directly measure the two-spin system.

Instead, we can apply a method based on z axis rotations of the qubit system space, through

which the elements of the density matrix can be extracted. We will start by defining the z axis

rotations. One a single spin, these rotations consist of a controlled dephasing of the spin along

the xy plane. Although these z rotations are not directly available operations in our system,

they can be implemented in a number of ways. The most robust of these is the geometric phase

gate [138], which takes advantage of the fact that a driven spin rotation accumulates a Berry

phase [139]. By applying two π rotations using different phases (πx − π−x+θ), the spin will

return to its previous position with respect to the z projection, but will have accumulated a

phase θ on the xy plane. On the 4-dimensional space of the two-spin system, the z rotations

are impossible to visualise, but can be mathematically expressed as an operator which adds

a different phase to each of the diagonal elements of the 4-dimensional matrix. This can be

achieved by applying e.g. πx − π−x+θe on νe⇑, followed by πx − π−x+θN on νN↓, yielding the

following phase gate operator:

Upg =


exp (−iθe) 0 0 0

0 1 0 0

0 0 exp (i(θe − θN )) 0

0 0 0 exp (i(θN ))


The next step is to measure the y projection of each “coherence” in our system. We define

a coherence as a superposition between two levels in the system. In our electron-nuclear four-

level system (see Subsection 1.2.1), there are four coherences corresponding to the electron and

nuclear control transitions (see Subsection 1.2.2), plus two entangling coherences: the flip-flip

(|↓⇓〉 ↔ |↑⇑〉) and the flip-flop (|↓⇑〉 ↔ |↓⇑〉). When we perform an electron spin readout,

we are measuring the z projection of the electron qubit. This measurement can be expressed

mathematically as P↑ = 0.5 〈ψeN |σze |ψeN 〉+0.5, where |ψeN 〉 is the two-spin (electron-nuclear)

quantum state that is being measured, and σze = σz ⊗ I2 is the electron spin z projection

operator (σz =
(

1 0
0 −1

)
is the known Pauli matrix). If we want to make a measurement of

the y projection of one of the electron transitions, we need to apply a π/2x rotation on the
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desired electron transition. The operator for this rotation in the two-spin system is the one-spin

rotation operator applied conditionally on the state of the second spin — e.g. if we want to

apply the rotation using νe⇓ the operator is given by:

U
π/2
e⇓ =

(
cos(π/4) −i sin(π/4)

−i sin(π/4) cos(π/4)

)
⊗ |⇓〉 〈⇓|+ I2 ⊗ |⇑〉 〈⇑|

Let us now consider an arbitrary two-spin state |ψeN 〉 = a |↑⇑〉 + b |↑⇓〉 + c |↓⇑〉 + d |↓⇓〉,
with |a|2 + |b|2 + |c|2 + |d|2 = 1. Its density matrix is given by:

ρ = |ψeN 〉 〈ψeN | =


|a|2 ab∗ ac∗ ad∗

a∗b |b|2 bc∗ bd∗

a∗c b∗c |c|2 cd∗

a∗d b∗d c∗d |d|2


If we perform the phase gate operation on this state, followed by the y projection measure-

ment described above, the result will yield:

P↑ =
1

2
〈Uπ/2e⇓ UpgψeN |σze |Uπ/2e⇓ UpgψeN 〉+

1

2

=
1

2

(
|a|2 − |c|2 + bd∗i exp (−iθN )− b∗di exp (iθN )

)
+

1

2

By observing the evolution of P↑ as θN is increased, there will be oscillations with amplitude

given by the off-diagonal elements of the projected coherence. Furthermore, the offset of the

oscillations gives information on the diagonal matrix elements, which can be used to form a

solvable equation system (which must include |a|2 + |b|2 + |c|2 + |d|2 = 1), once all the coherences

have been projected and measured. In order to obtain all the projections, any coherence can

be mapped onto an electron transition by applying π pulses on the appropriate transitions to

transfer the population from one coherence to another — e.g. if we want to map the flip-flip

coherence onto νe⇓, we apply a π pulse on νN↑, thus transferring the population of |↑⇑〉 to |↑⇓〉.
With this method, all the projections can be measured, obtaining the following results on our
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arbitrary state:

P↑(e ⇓) =
1

2

(
|a|2 − |c|2 + bd∗i exp (−iθN )− b∗di exp (iθN )

)
+

1

2

P↑(e ⇑) =
1

2

(
|b|2 − |d|2 + ac∗i exp (−i(2θe − θN ))− a∗ci exp (i(2θe − θN ))

)
+

1

2

P↑(N ↓) =
1

2

(
|a|2 − |b|2 + cd∗i exp (−i(θe − 2θN ))− c∗di exp (i(θe − 2θN ))

)
+

1

2

P↑(N ↑) =
1

2

(
|d|2 − |c|2 + ab∗i exp (−iθe)− a∗bi exp (iθe)

)
+

1

2

P↑(flip-flip) =
1

2

(
|b|2 − |c|2 + ad∗i exp (−i(θe + θN )) + a∗di exp (i(θe + θN ))

)
+

1

2

P↑(flip-flop) =
1

2

(
|a|2 − |d|2 − bc∗i exp (−i(θe − θN ))− b∗ci exp (i(θe − θN ))

)
+

1

2

From all these projections we can extract every element of the density matrix. For a practical

example, we can apply our tomography operations to the maximally entangled |Φ+〉 Bell state.

The resulting measurements yield:

P↑(e ⇓) = 0.75

P↑(e ⇑) = 0.25

P↑(N ↓) = 0.75

P↑(N ↑) = 0.25

P↑(flip-flip) = 0.5 + 0.5 cos(θe + θN ) (4.6)

P↑(flip-flop) = 0.5

As expected, the only oscillating (off-diagonal) component is of the flip-flip coherence yield-

ing ad∗ = a∗d = 0.5, and from the offsets we solve |a|2 = 0.5, |b|2 = 0, |c|2 = 0 and |d|2 = 0.5.

The density matrix is the same if we compute it directly:

ρ = |Φ+〉 〈Φ+| =


0.5 0 0 0.5

0 0 0 0

0 0 0 0

0.5 0 0 0.5


In Figure 4.14 we show the result of a simulation of the tomography sequence on |Φ+〉 taking

100 phase increments with different values for the increment size ∆θe and ∆θN , and plotting

the expected value of the y projection as a function of the increment index. A clear oscillation

of the flip-flip coherence is observed, and the fourier transform of the oscillation confirms that

the oscillation frequency corresponds to ∆θe + ∆θN , as expected from Equation 4.6.
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Figure 4.14: Density matrix tomography simulations. a Simulated measurement outcome for each
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4.6.3 Experimental considerations

The entire tomography sequence is lengthy enough that T ∗2 could start to play a role and affect

the measurement fidelity. It is important to characterise the dephasing of every transition and

consider the amount of time that is spent on them during each of the pulses in the sequence.

We have shown in this chapter the characterisation of the dephasing of the individual electron

and nuclear transitions, but the flip-flip and flip-flop have not yet been characterised.

Preliminary attempts at the tomography sequence show very inconsistent results, which

suggests that characterisation of the dephasing is important, and that the pulse sequence will

probably need to involve refocusing at the adequate transitions, in order to extend the coher-

ences and obtain successful experimental results.

4.7 Conclusions and future work

The results presented in this chapter conclusively show that the exceptional quantum coherence

exhibited by spins in isotopically pure 28Si can be preserved and exploited in a top-gated
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nanoelectronic device, fabricated with standard Metal-Oxide-Semiconductor methods. The

proximity of an amorphous interface and gated nanostructures does not appear to significantly

affect the control fidelity and the coherence time, which reaches here a new record for solid-state

single qubits with T2 > 30 s in the 31P+ spin.

These results have provided invaluable insight which will allow us make important improve-

ments for future generation devices. The effect of longitudinal component of B1 — found in

Subsection 4.4.2 to be the limiting factor coherence times — can be eliminated by rotating the

sample orientation by 90◦ on the device surface plane. This involves a healthy amount of MW

engineering in order to implement a CPW 90◦ bend on the enclosure’s RF board. This method

should uncover longer limits to coherence times and through noise spectroscopy we should get

further insight into new coherence limiting mechanisms. Another important insight is that we

do not need to push our MW source to its power extremes in order to obtain high electron

fidelities. Based on this, we can consider modifying our on-chip balun antenna to the on-chip

CPW design, which we showed in Subsection 3.4.2 to exhibit the best E-M ratio and the flattest

frequency response.

These single spin devices still have potential to be exploited for several measurements which

can provide important contributions for the future of quantum computing and fundamental

physics. Electron-nuclear entanglement measurements are ready to be performed and are next

in line in the measurement agenda for these devices. A more accepted method by the quantum

computing community to characterise the fidelity of qubits is randomised benchmarking [140],

which consists in applying successive gate operations — chosen randomly from a set known as

the Clifford group [141] — and observing the decay of the experimental vs. expected results

as the gate number is increased. We had not performed this measurement due to instrument

limitations — it requires a vector MW source to enable fast phase variations — however, it is

in the near-term pipeline of future measurements. The QND nature of the nuclear spin readout

should in principle allow us to perform weak measurements [142] of the nuclear spin. Weak

measurements together with real-time feedback techniques — such as the one we demonstrated

in Subsection 4.3.3 — have been used to perform interesting measurements, such as the sta-

bilization of Rabi oscillations [143] and qubit manipulation through the backaction of a weak

measurement [144].

Seminal work being carried out in parallel to the experiments presented in this thesis, is the

demonstration of single-spin qubits from electrostatically induced quantum dots in silicon [145].

These devices are also made with industry compatible MOS technology, with the added advan-

tage of utilising gates to confine the single electron spin. It is generally accepted that these type

of devices have the greatest potential in terms scalability of silicon quantum computation, as

the use of gates to confine electrons allow for much simpler qubit localisation and addressability.

Latest measurements on these devices, fabricated on 28Si, show coherence times and fidelities

comparable to the ones presented in this chapter.

Looking beyond the single-qubit level, we note that the most promising proposals for 2-qubit
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logic gates and long-distance coupling involve rather weak interactions, either through exchange

coupling [44], or in a circuit quantum electrodynamics architecture [38]. The extremely narrow

linewidths observed here will facilitate multi-qubit operations based on magnetic resonance,

since the individual resonances will remain resolvable over a very broad range of inter-qubit

couplings, greatly relaxing the need for atomically precise donor placement. In the following

chapter we will present an important experimental milestone towards the implementation of

2-qubit logic gates: single-shot readout and relaxation measurements on a pair of exchange

coupled P donors.

The work in this chapter represents a fundamental advance in control and understanding

of spin qubits in solid state, and and shows a clear path forward to integrating them with

functional electronic devices.
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Chapter 5

Readout of coupled electrons in P-Si

In this chapter we present the experimental observation of a large ex-

change coupling J ≈ 300 µeV between two P electron spins in silicon.

The singlet and triplet states of the coupled spins are monitored in real

time through our spin to charge conversion technique, detecting ionization

from tunnel-rate-dependent processes in the coupled spin system, yielding

single-shot readout fidelities above 95%. The triplet to singlet relaxation

time T1 ≈ 4 ms at zero magnetic field agrees with the theoretical predic-

tion for J-coupled P dimers in silicon. The time evolution of the 2-electron

state populations gives further insight into the valley-orbit eigenstates of

the donor dimer, valley selection rules and relaxation rates, and the role

of hyperfine interactions. These results pave the way to the realization of

2-qubit quantum logic gates with spins in silicon, and highlight the neces-

sity to adopt gating schemes compatible with weak J-coupling strengths.

This chapter has been submitted for publication in Physical Review Letters

The author acknowledges J.T. Muhonen for assistance in measure-

ments; A. Saraiva for laying out the valley-orbit theory; T.F. Watson,

M.G. House and X. Hu for enlightening discussions
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5.1 Introduction

This thesis has been mainly focusing on demonstrations of single qubit operations. In order

to complete a universal set of quantum logic gates for circuit-based quantum computing, en-

tangling two-qubit operations are also needed [15]. These have been demonstrated in several

physical qubit platforms [9], including spins in semiconductors [39, 146, 147]. Conversely, an

entangling quantum logic gate for a pair of spin qubits in silicon is still awaiting experimental

demonstration. As introduced in Subsection 1.2.4, several coupling mechanisms can be used

for this purpose, but the simplest and most appropriate for two-qubit gates is the exchange

interaction J .

Although there have been old and recent observations of exchange interaction between pairs

of donors in silicon [42, 43], its application to quantum information processing requires the

ability to dynamically control it, and to measure the instantaneous quantum state of the qubits.

In this chapter we report the time-resolved observation of large exchange coupling J ≈ 300 µeV

between the electrons of a P donor pair. We employ our charge detector to perform single-shot

readout of the spin singlet |S〉 and triplet |T 〉 states of the two-electron system (as defined

in Equation 1.4). We exploit the significant difference in the size of the orbital wavefunctions

for |S〉 and |T 〉 states to perform high-fidelity tunnel-rate-selective readout (TR-RO) [32], as

introduced in Subsection 1.2.3. We apply these techniques to measure the valley and spin

relaxation times, and its dependence on the external magnetic field B0.

5.2 Experiment background

The device from which we obtained the results in this chapter (Figure 5.1a) was fabricated as

part of the same batch of natSi devices as those from which we obtained the results in Chapter 3.

The initial objective of the experiment was to test and characterise the experimental setup

described in Chapter 2, by comparing with the qubit characteristics of similar devices operated

in previous experimental setups.

The first thing we noticed during our initial measurements was that the charge stability

diagrams (see Section 1.2.6) were very hysteretic, and our DG lever-arm (see Subsection 2.5.1)

was about an order of magnitude smaller than in previous measured devices. The hysteretic

behaviour became absent if we performed the charge stability diagram measurement using one

of the barrier gates instead of the DG. These observations lead us to conclude that there must

have been some damage to the DG, although we were never able to confirm the nature of

the damage. We did however, constantly observe in our charge stability diagrams, two nearby

charge transitions — highlighted in Figure 5.1b — which is our first hint of having exchange

coupled donors in our system. Donors that ionise at similar potentials have a high probability

of also being spatial neighbours.
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5.2.1 Initial readout measurements

The first step in the process of identifying a measurable P donor is to apply a large magnetic field

B0 and search for the current “blips”, signature of electron spin readout (see Subsection 2.5.1).

With B0 = 2 T, we were able to successfully observe the readout signature, however we noticed

that — unlike our previous measured devices — there was a very large asymmetry between

the tunnel rates of the excited state the ground state. This is visually evident by comparing

the two current traces in Figure 5.1c. In previous devices (top) a clear gap can be observed

between the start of the read pulse (RP) and the start of the current blip; the length of the gap

and the length of the blip are similar, indicating similar tunnel rates of the |↑〉 and |↓〉 states.

In contrast, this device shows no apparent gap between the start of the RP and the onset of

the blip, which suggests that the excited state tunnels much faster than the ground state.

This tunnel rate asymmetry has been previously observed in a quantum dot system, while

loading and unloading the second electron of the dot [32]. In this case, the excited and ground

state corresponded to the |T 〉 and |S〉 states of the two electron spin system in the dot. In
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5.3. Spins and valleys in exchange coupled P-Si donors

the spin-antisymmetric singlet, both electrons are allowed to occupy the ground state orbital,

whereas for the spin-symmetric triplet, the Pauli exclusion principle forces one of the electrons

to occupy an excited orbital. In general, excited orbital wavefunctions have a greater spatial

extent than ground state orbitals, therefore the overlap between the nearby electron reservoir

and the |T 〉 wavefunction will be greater than for |S〉 [86], resulting in the tunnel rate asymmetry.

For single P donors in Si systems, loading a second electron onto a single P donor requires

a charging energy Ec ≈ 40 meV [51, 148], which is generally higher than our VDG operating

range (we avoid VDG greater than the SET turn-on voltage, to prevent inducing a 2DEG under

the DG). However, the two electron spin system from nearby exchange coupled donors would

have the same tunnel rate asymmetry effect. In a single donor, we need B0 to split the |↑〉 and

|↓〉 states. However, for a two-spin system, the energy splitting occurs intrinsically due to the

necessary occupation of different orbital states. Therefore the first obvious test in our system

was to turn off the field and repeat the readout measurements. As we will see from the following

measurement results, we found that we could still observe an energy splitting at B0 = 0 T.

Our objective for the rest of this chapter is to convince the reader that we were indeed

observing time-resolved signatures of exchange coupled P donors, by presenting several novel

measurements and introducing various theoretical concepts and predictions which show great

agreement with our measurements.

5.3 Spins and valleys in exchange coupled P-Si donors

Before presenting further measurement results it is necessary to introduce some theory regarding

the energy configuration of a system of exchange coupled donors. The band structure of Si,

with its non-zero momentum conduction band minimum, along with the lattice cubic symmetry,

result in the presence of six valleys [11]. The {1s} orbital of a single P donor in Si has a

valley-orbit ground state A1 (1-fold degenerate), and excited states T 2 (3-fold degenerate)

and E (2-fold degenerate) [149]. In particular, the 3-fold degeneracy of T 2 arises from it

being an antisymmetric combination of pairs of valleys ±x,±y,±z, where all valleys have the

same energy. The A1 to T 2 splitting is ≈ 11.7 meV, making the excited valley-orbit states

unimportant for most aspects of single-qubit physics.

As donors come close together and their wavefunctions begin to overlap, the hybridization

of the valley-orbit states results in “bonding” / “antibonding” eigenstates, whose energy is

split according to the wavefunction overlap. The Bohr radius of the T 2 states is about twice

that of A1, resulting in a much larger splitting of the resulting coupled states. It has been

estimated [150] that for interdonor separation . 6 nm there is an inversion in the hierarchy of

states that originate from single-donor A1 and T 2. The energy of the bonding combination of

T 2 states (τg) crosses below that of the antibonding A1 (αu), whereas the overall ground state

always remains the bonding A1 combination (αg) (see Figure 5.1d). Therefore, in this con-

figuration the spin-singlet state occupies the αg valley-orbit eigenstate, while the spin-triplets
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can occupy any of the three τx,y,z
g states, distinguished by their valley composition. We denote

all the available triplet states as |T+,0,−〉x,y,z
= |αgτx,y,z

g | ⊗ |T+,0,−〉, where |...| stands for the

Slater determinant.

To fully understand the dynamics of our system, some additional aspects of the physics

of donors and dots in silicon need to be considered here. First, at ∼ 6 nm, the difference

in electrostatic energy between the ground and first excited state orbitals can be tens of meV,

however at this short interdonor distances there are strong correlations between |S〉 and |T 〉 that

reduce the singlet triplet splitting to hundreds of µeV [43]. Second, the 2-electron τx,y,z
g states

are not degenerate. Consider for example a donor pair oriented along z, as in Figure 5.1a. Since

the transverse effective mass in Si is smaller than the longitudinal one [151], states composed of

valleys perpendicular to the orientation of the pair have stronger tunnel coupling, hence τx,y
g are

lowered in energy further than the τzg state (Figure 5.1d). Similarly, αg is not an equal-weight

combination of all 6 valleys, but has a predominant component of valleys perpendicular to the

dimer axis. Finally, the spin state of the donor pair is read out through electron tunneling

into the island of an SET formed at a (001) interface. In electrostatically defined quantum

dots — such as our SET island — the electric field induced electron confinement splits the

valleys into two Γ (kz,−z) and four ∆ (kx,−x,y,−y) valleys, with Γ tens of meV lower in energy

than ∆ [151]. As a consequence, the SET island only couples to states of the donor dimer

with nonzero ±z valley composition. These Si-specific aspects are revealed in the time-resolved

experiments described below.

5.4 Exchange coupling estimation

With the DG voltage (VDG) set near a donor charge transition, the device is tuned in the charge

sensing regime described in Subsection 2.5.1. The 2D plot shown in Figure 5.2 is obtained by

monitoring ISET while performing the donor pulse sequence LP-RP-EP. After each set of mea-

surements, the voltage VDG at the RP is stepped, such that the donor electrochemical potential

µD goes from higher to lower than the SET island Fermi energy EF . A well-defined “tail”

— where excess current occurs at the start of the read-phase — indicates the presence of an

energy-split pair of electron states. In this region, we observe the blips of current characteristic

of single-shot spin readout. The data in Figure 5.2 was taken in the absence of magnetic field

(B = 0 T). Therefore, the observed splitting cannot be the Zeeman energy Ez of a single spin

(see Subsection 1.2.1). We postulate that the measurement constitutes the observation of the

|S〉 and |T 〉 states of a pair of P donors, split by an exchange interaction J = µT − µS , where

µT and µS are the |T 〉 and |S〉 electrochemical potentials at B = 0. To extract the value of J

we first convert VDG to a shift in µ, by fitting a Fermi distribution function (Equation 2.19) to

the shape of ISET(VDG) for 0.1 < VDG < 0.5 V in the read-phase after the decay of the “tail”

(inset Figure 5.2). Using the method described in Subsection 2.3.2 we obtained a value for

the electron temperature Tel = 125 ± 25 mK in this system. The length of the readout “tail”
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Figure 5.2: Exchange coupling estimation. Measurement performed using the pulsing protocol sketched
at the top of the figure. The tail of current of length J correspond to the regime where the Fermi energy of
the SET island is between the excited and ground state of the system. Inset shows a fit to the data along
the dotted line, from which the donor gate lever-arm αDG can be extracted.

∆VDG = 0.6± 0.1 V can be converted into the value of J = 345± 100 µeV. This value of J is

expected to correspond to donors < 8 nm apart [35, 36, 43], furthermore it is in the range of

values were the αu-τg inversion is expected to be [43].

5.5 Tunnel-rate selective readout

In our standard energy-selective readout scheme, we set the EF in between the excited µT

and ground µS state potentials such that only |T 〉 allows an electron to tunnel to the SET

island, and we discriminate between |S〉 and |T 〉 by the absence or presence of a current blip

respectively. For an exchange coupled pair in the valley inversion regime, |T 〉 can occupy any

of the three available valley-orbit excited states τx,y,z
g , only one of which (τzg ) couples to the

SET island. Therefore the accuracy of the energy-selective readout technique is compromised,

as it cannot discriminate between |S〉 and |T 〉x,y
(i.e. neither of them will show a blip during

the RP).

In Subsection 1.2.3, we introduced the concept of tunnel-rate-selective readout (TR-RO) [32],

a technique catered to systems with a large tunnel rate asymmetry. With this technique, EF
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Figure 5.3: TR-RO readout scheme and fidelities. a Diagram of electrochemical potentials and tunnel
rates for all the states in the two-donor system. |T 〉z and |S〉 tunneling is asymmetric due to the difference in
spatial extent of their wavefunctions, while |T 〉x ,y is not allowed to tunnel due to valley incompatibility with
the SET island. Insets on the right shows sample readout traces for each state. b Histograms of tunnel rates
taken from a data-set of 1000 readout traces. Both histograms are constructed from the same data-set,
but use different bin resolution to highlight different tunneling processes. Histogram on the left shows the
peak corresponding our detection bandwidth, it is fitted with a normal distribution (Equation 2.17) with
µd = 27 µs and σd = 3.2 µs. Histogram on the right shows an exponential decay (Equation 2.18 with
Γt = 1100 s−1) corresponding to the |S〉 tunnel time. The first point of the histogram is omitted to exclude
the fast-tunnel events. c Measurement fidelities for discriminating between fast and slow-tunneling events
(Ffs), and between slow and no-tunneling (Fsn), extracted from fits to the histograms (see main text for
details).

is tuned below µS (and thus below µT as well), as depicted in Figure 5.3a. Discrimination

is achieved by setting a time threshold to the onset of a tunnel event (blip of current). To

accommodate our system, we apply a modified version of TR-RO, in which we define three types

of tunneling events: fast-tunneling, slow-tunneling and no-tunneling. We identify a fast(slow)-

tunneling event by the presence of a current blip before(after) a time threshold tth, while

no-tunneling corresponds to the absence of a current blip within our read pulse window (tRP).

We can then assign fast-tunneling to |T 〉z, slow-tunneling to |S〉 and no-tunneling to |T 〉x,y
.

Figure 5.3a show a diagram of this state discrimination, with sample current traces showing a

clear distinction between tunneling events.

We can assess the fidelity of this readout technique by constructing a histogram of tunnel

times from a large sample of readout measurements. In Figure 5.3b, we show two histograms,

constructed with the same data-set, using different bin resolutions to distinguish between time

scales. The histogram on the left shows our fast-tunneling events. The tunnel rate for these
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5.6. Relaxation measurements

events is faster than our detection bandwidth, therefore the histogram is dominated by our

detection bandwidth, showing a peak which we fit to a normal distribution (Equation 2.17).

The histogram on the right is fitted to an exponential decay (Equation 2.18) corresponding to

the tunnel rate of the slow-tunneling events. We can then construct expressions for the error

probabilities in detecting a triplet (PTerror) or a singlet (PSerror), as a function of the detection

time threshold tth:

PTerror = 1− 1

2

(
1 + erf

(
tth − µd√

2σ2
d

))
PSerror = 1− exp (−Γttth)

Here, erf(x) = 2/
√
π
∫ x

0
exp(−t2)dt is the error function, and parameters are as defined

in Equation 2.17 and Equation 2.18. The error probabilities are plotted as a function of the

detection threshold in Figure 5.3c. We define the measurement fidelity in discriminating between

fast and slow-tunneling events as (green dashed line):

Ffs = 1− (PTerror + PSerror)

We find a fidelity Ffs = 95% for tth = 44 µs. Furthermore, if we assume PTerror(tRP) ≈ 0, the

measurement fidelity for discriminating between slow and no-tunneling events is given by:

Fsn = PSerror

We find Fsn = 90% for our readout window tRP = 2 ms. We have assumed that the fidelity

in identifying a current blip (based on the current signal-to-noise ratio) is much higher than

the tunnel time discrimination fidelity.

5.6 Relaxation measurements

This novel readout technique — here demonstrated in Si for the first time — allows us to follow

in real time the evolution of the state populations, as they relax from the highest excited state

to the ground state. This allows us extract information on the spin and valley-orbit energy

configuration of our system. The method is the same as the T1 measurement described in

Subsection 2.5.3 and depicted in Figure 5.4a, however with TR-RO we can now obtain readout

proportions of |T 〉z (blue dots in Figures 5.4 and 5.5), |S〉 (green squares) and |T 〉x,y
.

This type of population evolution can be simulated through a model of rate equations, which

we introduced through Equation 2.16. We use the following model to obtain fit our data in
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Figure 5.4b, where we include for simplicity only the |T 〉x shelving state:

dT z

dτw
= −(ΓT zx + ΓT zS)T z

dT x

dτw
= ΓT zxT

z − ΓTxST
x (5.1)

dS

dτw
= ΓT zST

z + ΓTxST
x

Here T z, T x, S are the populations of the corresponding states, ΓT zx is the relaxation rate

from |T 〉z to |T 〉x and ΓT z(x)S is the |T 〉z(x)
to |S〉 relaxation rate. We include the parameters

cT ≡ T z|τw=0 and cS ≡ S|τw=∞ (∈ [0, 1]) that multiply the corresponding populations to

account for initialization and measurement imperfections. A least-squares fit to the data in

Figure 5.4b yields Γ−1
T zx = 2.9 ± 0.2 ms, Γ−1

TxS = 4.1 ± 0.4 ms, cT = 0.94 ± 0.02, and cS =

0.93 ± 0.02. The model also yields ΓT zS � ΓTxS (an accurate value of ΓT zS could not be

extracted). This latter observation is again consistent with having a dimer along z, for which

it is predicted that – in the high J regime – the valley composition of the ground state αg

will have five times less contribution from the valleys which are longitudinal to the dimer

orientation [150]. Finally, the near-unity value of cT z confirms that the system is preferentially

initialized in |T 〉z, as expected on the basis of the spatial extent of τg states, and the valley

selection rules discussed above. We note that we could not obtain any improvement in the fit

by including |T 〉y as an additional shelving state. Furthermore, with the increased number of

parameters the uncertainties become very large.

In this picture, ΓT zx represents a valley relaxation rate, while the spin relaxation process

is captured by ΓT zS . The value of Γ−1
T zS ≡ T1 ≈ 4 ms extracted from the data agrees well

with the |T 〉 → |S〉 relaxation times predicted by Borhani and Hu [152] specifically for P

donor pairs in Si, in the presence of an exchange interaction J ≈ 300 µeV (Figure 5.4c). The

electron-nuclear hyperfine coupling A (assumed � J) mixes the J-split |S〉 , |T 〉 states and

provides a new channel for spin-lattice relaxation which is ∼ 3 orders of magnitude faster than

a single-spin flip at an equivalent value of the Zeeman splitting (EZ ≈ 300 µeV corresponds

to B0 ≈ 2.5 T on a single spin, where T1 ≈ 1 s [31]). The |T 〉 → |S〉 relaxation is predicted

to slow down at lower J , giving T1 � 1 s for J ≈ 1 µeV. For J < A = 117 MHz ≈ 0.5 µeV

this relaxation channel becomes suppressed. Therefore our measurements clearly indicate that

2-qubit coupling schemes which do not require large values of J [44, 153] will have the additional

benefit of preserving the long spin lifetime of the individual qubits.

Applying a magnetic field B0 splits the |T 〉 states by EZ (Figure 5.5a). For J ≈ 300 µeV,

EZ < J when B . 2.5 T. In this regime, we found no B-dependence of ΓT zx (data not shown),

agreeing with theory which expects orbital relaxation to be field independent up to ∼ 10 T [154].

Additionally, our data was not conclusive enough to extract any notable information on the

spin relaxation. At B0 = 2.5 T, EZ & J (Figure 5.5a), the spin ground state inverts to |T−〉
and there are several relaxation channels as sketched in Figure 5.5b. We neglect the single-spin
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relaxation channels between triplet states, for which Γ−1 ≈ 1 s at 2.5 T [31], and we neglect all

of the possible channels between τzg and αg which we showed — in the B0 = 0 T case — are

also much slower. The rate equation model then becomes:

dT z+
dτw

= −ΓT zxT
z
+

dT x+
dτw

= ΓT zxT
z
+ − ΓTx+ST

x
+

dT z0
dτw

= −ΓT zxT
z
0

dT x0
dτw

= ΓT zxT
z
0 − ΓTx0 ST

x
0 (5.2)

dS

dτw
= ΓTx+ST

x
+ + ΓTx0 ST

x
0 − ΓSTx−S

dT z−
dτw

= −ΓT zxT
z
−

dT x−
dτw

= ΓSTx−S + ΓT zxT
z
−

For this model, we assume that each |T+,0,−〉z loads with equal probability. We obtain

a very good fit to the data in Figure 5.5c with Γ−1
T zx = 5.2 ± 0.4 ms, Γ−1

STx−
= 146 ± 25 ms,

ΓTx+S , ΓTx0 S � ΓSTx− , cT = 0.72 ± 0.04, and cS = 0.50 ± 0.03. Since ΓT zx � ΓSTx− the |S〉
population that first increases (|T+,0〉→ |S〉) then decreases (|S〉→ |T−〉). As expected from

the diagram in Figure 5.5a, in this regime (EZ & J) the slowest relaxation comes from the

energetically close |S〉 and |T−〉.
When B & 4 T, ΓSTx− becomes the fastest rate (see Figure 5.5a), and at B = 5.5 T

(Figure 5.5d) only Γ−1
T zx = 1.13±0.13 ms, with cT = 0.92±0.05, can be reliably extracted from

the data. Interestingly, we observe a constant population of |S〉 for τw & 1 ms. This reveals

a subtle feature of the spin relaxation mechanism of Borhani and Hu [152]: the hyperfine

interaction A mixes states having the same total value of the electron (me) and nuclear (mN )

spin quantum number. The transition |S〉→ |T−〉 yields ∆me = −1, thus requires ∆mN = +1,

and becomes forbidden if the P nuclei are in the state |ψN 〉 = |⇑⇑〉. We interpret the long-time

plateau of S as a manifestation of this spins selection rule. The plateau height should depend on

the probability that |ψN 〉 = |⇑⇑〉, which is unknown and uncontrolled in this experiment, but

we may assume that the nuclei randomly populate all possible states over the time necessary

to acquire a set of data as in Figure 5.5.

There are noticeable fluctuations in the value of ΓT zx between each of the relaxation mea-

surements presented. These fluctuations are independent of the B0 regime, and we believe they

are due to different electric field environments caused by the need to perform small gate tuning

adjustments between measurements. It is well known that electric fields can influence both the

valley splitting and the exchange coupling [11]. The hysteretic behaviour of our DG did not

allow us to perform a more systematic analysis of the tunability of J or the valley splitting.
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can be observed. d At B = 5.5 T, EZ � J and ΓST x

−
becomes too fast to resolve. The

long-time plateau (green dashed line) of S is due to spin selection rules sketched in the inset and described
in the main text. Solid lines on both relaxation plots are fits to Equation 5.2.
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5.7 Conclusions

The time-resolved observation of singlet and triplet states of an exchange-coupled P donor pair

reported here provides a physical basis for the construction of large-scale donor-based quantum

computer architectures [13].

The theory of valley-orbit physics for strong exchange coupling in donor pairs in Si has only

come to surface in the few months prior to the analysis of this data. It is astounding that our

experiments have been able to confirm this theory with the degree of detail shown here.

The short |T 〉↔ |S〉 relaxation times T1 ≈ 4 ms in this experiment arise from the interplay of

a large exchange coupling J ≈ 300 µeV with the hyperfine interaction A = 117 MHz ≈ 0.5 µeV.

Therefore, our results indicate that the best regime to operate J-mediated 2-qubit logic gates

is where J . A, as described in recent proposals [44, 153].
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Chapter 6

Conclusions and future work

“One small step for a man, one giant leap for mankind”

-Neil Armstrong

I hope I live to see my small steps, along with those of all the people from this wonderful

community, turn into a giant leap for the positive evolution of mankind.
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6.1 Summary of achievements

Prior to the work presented in this thesis, silicon had always been a “potential candidate” for

quantum computation. Experimental demonstrations of its low spin-noise qualities in industry

compatible nanoelectronic devices had been scarce and well below the fidelity standards of other

qubit systems. The experimental results presented here have put Si spin qubits on the same

page as its top peers.

High-fidelity single-shot electron spin readout had already been demonstrated, but there

was a gap of knowledge in how to effectively implement a mechanism that would allow to

perform coherent control of single-spin qubits. Our initial contribution was to fill that gap,

by acquiring microwave engineering skills and developing methods to perform electro-magnetic

simulations on our nano-scale structures. We designed a novel on-chip antenna that maximises

the radiation of oscillating magnetic fields needed to perform both electron spin resonance

and nuclear magnetic resonance [155]. The implementation of this novel antenna lead to the

first ever demonstration of the full operation of qubits from both the electron and nuclear

spins of a single phosphorous donor implanted in a Si substrate and controlled by an industry

compatible, gated nanostructure [83, 156]. Through the lessons learned from those devices

about the limiting mechanisms of our qubit coherence and fidelities, we proceeded to upgrade

our nanoelectronic qubit device and experimental setup, with the highlight of moving to an

isotopically purified 28Si substrate, providing a nuclear spin free environment for our qubits.

With this system we were able to demonstrate exquisite control fidelities and coherence times

— very fast approaching the fault tolerant limit — including a record > 30 s coherence on the

nuclear qubit [157]. Finally, we made an important contribution to the understanding of the

physics behind the dynamics of exchange coupled donors, through the demonstration of time

resolved measurements of a two electron-spin system from a pair of exchange coupled P donors

in Si [158].

This work propels a significant leap for silicon quantum computation, and lays the ground

work for the next generation of wonderful experiments and advances.

6.2 Chapter 2 - Experimental methods

Our efforts to perform experimental demonstrations of spin qubits in Si start with a state of

the art experimental setup. For the successful operation of these systems it is indispensable to

work in very low temperature environments and to minimise any electrical noise from and to

our instruments. Apart from describing all of the qubit control, data acquisition and analysis

methods needed to understand this thesis, the highlight of this chapter was the design of a

novel thermal filtering setup to reduce the electron temperature, and the implementation of an

instrument setup that allows for fast acquisition and analysis of the experimental data.
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6.3 Chapter 3 - Microwave control of qubits

The leap from single-shot electron spin readout to full operation of P donor qubits required an

extensive study on the integration of microwave transmission lines in nanostructures. Electro-

magnetic simulations are not trivial for structures with dimensions shrinking from millimetre

to nanometre scale. This chapter begins by exploring these non-trivialities. By comparing

the performance of different spin resonance antenna structures, we chose to implement a novel

design, consisting of an on-chip CPW to CPS — impedance and mode matched — balun. This

design combines a good control of microwave transmission modes with a maximized value of the

magnetic field available to drive coherent control of a spin qubit. We use the invaluable infor-

mation that modeling and simulations provide, to describe a set of guidelines for the successful

operation of spin resonance antennas, highlighting the most important — and often overlooked

— implementation details.

We successfully implemented and demonstrated full operation of a single P donor qubit

device in Si. We were able to coherently manipulate the donor bound electron as a qubit, with

a maximum gate speeds tπ = 150 ns, maximum coherence times TXYXY
2 = 410 µs and fidelities

Fm = 77% and Fc = 60%. We were also able to perform high-fidelity QND readout of the P

nuclear spin (Fm = 99.8%) and coherent control — with gates times ∼ 25 µs — of both the

neutral (TH
2 = 3.5 ms) and ionised (TH

2 = 60 ms) nucleus. In the noise insensitive nucleus, the

control fidelity significantly increased to Fec = 99.9%. These results completed the milestone

of proof of principle for single spin qubits in Si, and paved the way for our next experiments

which would see Si spin-qubits being established as a frontrunner in quantum computation.

6.4 Chapter 4 - Qubits in isotopically purified Si

The main objective of this chapter was to prove that single spin qubits controlled by a na-

noelectronic device, could still reap the benefits of isotopically purified 28Si. By having the

ability to work at low temperatures and high magnetic fields, we were able to mitigate the

previously observed deleterious effects of spin and charge noise from interface traps, and set

new benchmarks of performance for qubit devices in solid state. Our electron qubit coherence

times increased to TCPMG
2 = 0.56 s — a 3 order of magnitude improvement from the previous

generation devices — with fidelities pushed to Fm = 97% and Fec = 99.6%. The nuclear qubit

coherence was the highlight of these results, with a record breaking TCPMG
2 = 33 s.

Our analysis of the types of noise coupling to our qubit lead us to invaluable insight. We

found two different noise regimes in our qubit environment, none of which are consistent with

coherence limitations from either charge traps or the nuclear spin bath. We believe our qubit

performance is currently limited by noise in our instruments, and we have identified opportu-

nities to improve our experimental setup in order to push these coherence times and fidelities

further, to a more device intrinsic regime.

In the last section of the chapter, we laid the ground work for a method to demonstrate
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6.5. Chapter 5 - Readout of J-coupled P donors

entangling operations between electron and nuclear qubits, which are an important feature of

our quantum computing architecture.

6.5 Chapter 5 - Readout of J-coupled P donors

Sometimes great science appears in places where we do not expect to find it. A measurement

of the tunneling characteristics of the electrons from one of our qubit devices, lead us to dis-

cover that we were observing the time-resolved signature of an exchange coupled P donor pair.

Furthermore, by making use of a novel readout technique, energy relaxation measurements un-

covered that our closely spaced donors were in a unique valley orbit regime, only predicted by

theorists a few months prior to our data analysis. From our measurements we estimate the

donors to have a coupling J ≈ 300 µeV, with valley-orbit relaxation rates Γ−1
T zx ≈ 3 ms and

spin relaxation Γ−1
TxS ≈ 4 ms. Our conclusion of the observation of a strongly J-coupled donor

pair is based on a substantial amount of experimental evidence: (i) A single-shot electron spin

readout signature at B0 = 0 T; (ii) The tunnel rate asymmetry between excited and ground

state, consistent with the spatial extent of the |T 〉 and |S〉 orbitals; (iii) spin relaxation and

J measurements agree with previous theory; (iv) Our observation of the valley-orbit αu-τg in-

version is consistent with theory for donors with J of hundreds of µeV and . 6 nm apart; (v)

Relaxation characteristics in different B0 regimes are as expected for a two-spin system.

The observation of the reduced T1 for strongly coupled donor pairs confirms the need to use

two-qubit gate operation schemes that work in the low-J regime. Additionally, the observation

of valley-orbit effects for closely spaced donors implies that theoretical analysis of exchange and

donor separation for applications such as two-qubit gates and spin transport, will need to be

modified to take these issues into account.

6.6 Future work and outlook

In Chapter 4 we identified several immediate opportunities for interesting measurements of

spin qubits from P donors in Si. An adjustment in the orientation of the device and antenna

design should push our qubit coherence times further and reveal important information about

the device intrinsic limitations to coherence. Specifically, we are very interested in finding out

at what point we will see interface related effects and how important they could be to a larger

scale outlook in our QC architecture. Additionally, Randomised benchmarking provides a more

robust and universally accepted characterisation of the fidelity of our qubits. The results from

these measurements will give us better insight into the position of our qubits in the fault-tolerant

large-scale QC realm.

In the mid-term, we need to finish ticking the boxes of the demonstration of all the elements

in our QC architecture. Entangling electron-nuclear operations are only a stone-throw away

after the work presented in Section 4.6. With regards to two donor qubit operations, the
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6.6. Future work and outlook

theoretical ground work has been laid out [44], with the fabrication and initial measurement

of devices also underway. These measurements will benefit greatly from the insight obtained

in Chapter 5. The final piece of the puzzle is qubit transport. There has been a large amount

of theoretical work [45–50] relevant to this topic, but experimental demonstrations are still in

infancy. In particular, our research group is working on projects for long-distance coupling of

qubits through resonators and quantum dots, and we are excitedly awaiting the outcome of

those projects.

Once we have demonstrated that we can implement all the elements of a quantum computer

with fault-tolerant fidelities, the next big challenge is to integrate all the elements and scale

them into a functional quantum computer. One of the main challenges for our type of device

architecture is individual qubit addressability. We have been able to fabricate a local antenna

to address our individual qubit, but this antenna takes up a significant amount of chip space,

and it is unlikely that it will be possible to reduce further, in order to have an antenna for

each qubit. Instead, a more likely option is to use a global antenna — which would radiate a

constant spin resonance field — and qubits can be addressed via local electrical gates, by tuning

them in or out of resonance through Stark shifts of the hyperfine or of the g-factor. We showed

in Chapter 4 that our devices can have large shifts in the hyperfine, and work is currently

underway to show that these shifts can be tuned systematically with electric fields, along with

the demonstration of a new protocol for electrical control of our qubits under CW spin resonance

excitation. Another big challenge is device matching. The qubit device architecture shown in

this thesis relies on the ion implantation process, which is currently very probabilistic in terms

of number of ions implanted and precise location of the ions. Although our devices show a very

high yield of functionality (∼ 80%), we showed in Chapter 4 that Devices A and B had some

very different characteristics. These differences will become hard to manage as we attempt scale

up. New implantation technologies are being developed that could allow for more precise control

of both donor numbers and positions. Another very viable option is to use qubits from confined

electrons in quantum dots, instead of donors. There has been a very recent demonstration of

high-fidelity coherent control of electron spin qubits, confined in a 28Si quantum dot defined

electrostatically by a gate stack fabricated with industry compatible MOS processes [145].

Quantum computing based on other systems and architectures such as superconductors and

trapped ions have already shown significant advances in demonstrating the integration of all the

elements in their QC architectures [9]. However, they now face the daunting engineering task

of developing the technologies to fabricate large scale functional quantum computers. This is

where we believe Si will show its true colours. Silicon-based technology already has a six decade

head start in experience with large-scale device fabrication, which should make scaling up of

qubits in Si relatively easy. Whichever the system, architecture and technology one chooses

to look at, the last couple of decades have been very exciting and fun for quantum computing

research, and in the next few decades to come, the excitement will surely carry on. We hope

that this thesis will serve as incentive to fuel and spread the excitement.
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